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Abstract  This paper presents a version of the U-shaped Assembly Line Balancing Problem and an associated heuristic solver where parallel stations are used to accommodate tasks with processing time greater than the cycle time. Computational results for the heuristic applied to problems created from industry standard test sets show that the heuristic performs well when compared to optimum solution bounds.
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1. Introduction

Assembly line configurations are one of most ubiquitous and important aspects in manufacturing. The Assembly Line Balancing Problem (ALBP) is to group tasks into workstations such that the sum of the processing times at each station does not exceed a station uniform cycle time. The precedence constraints on the tasks are typically shown by an acyclic graph such as Figure 1. The digits outside the nodes represent the constant processing times for the corresponding tasks. The assembly tasks cannot be sub-divided and must be completed at their assigned work-station. There are two common versions of this problem: the minimization of the number of workstations for a given cycle time (SALBP-I) and the minimization of the cycle time for a given number of workstations (SALBP-II) which is typically attacked by repetitively solving SALBP-I problems. Figure 2 shows an optimal SALBP-I straight line solution for the example of Figure 1 and a cycle time of 10 time units. Seven workstations are needed.

The advent of just-in-time (JIT) manufacturing has driven industries to search for manufacturing methodologies with lean concepts and high efficiency in both inventory and labor. Largely due to pressures of JIT, many assembly lines are now being designed as U-shaped
assembly lines [16]. In addition to the potential for better balancing, they typically have improved visibility and communications, fewer work stations, more flexibility for adjustment, minimization of operation travel, and easier material handling when compared to straight lines. Figure 3 shows an optimal U-shaped assembly line for the example network of Figure 1. Only six workstations are required as compared to the seven workstations required in the straight assembly line case.

Since the ALBP was first introduced by Salveson in 1955 [21], numerous researchers have investigated straight line assembly line balancing [9]. Freeman and Jucker [8] introduced parallel workstations into the straight line problem. Buxey [5] studied the practical aspects of parallel stations and noted that the costs of duplicated equipment and difficulties of layout and transportation detracted from the essential benefits of just-in-time flow line production in most cases. He concluded that parallel stations should be tightly constrained and only be used to accommodate tasks with time larger than the line cycle time. If no tasks exceed the cycle time, no parallel stations should be used.

The study of U-shaped assembly line balancing has been much more limited. The first published work on U-shaped lines was in 1994 [15]. For the same reasons as those of the straight assembly line, the successful application of U-shaped assembly lines depends upon efficient line balancing. Yet, only a limited body of research has been reported in the area of U-shaped line balancing [1, 7, 11, 14, 15, 17–19, 23]. A major reason for the sparseness of reported research is the fact that both assembly line balancing and sequencing are known to be NP-Hard problems [6, 9, 24].

To date, no detailed research has been reported on U-shaped assembly line balancing with parallel stations, although Boysen and Fliedner [4] suggest that their two-stage graph algorithm could be adapted to the problem. This paper presents a version of the U-shaped assembly line balancing problem which allows parallel stations to be used on a U-shaped line. It incorporates a constraint implementing Buxey’s conclusion that parallel stations should only be used when necessary to accommodate a task whose time is larger than the line cycle.
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Figure 4: U-line showing task sets and work flow

time. This type of line is applicable to JIT production environments where labor cost is relatively high and it is common to use smaller and inexpensive equipment [16]. Section 2 presents a mathematical model of the problem. Section 3 describes a heuristic solver for this problem. Section 4 summarizes the computational results of the heuristic applied to problems created from industry standard test sets. Section 5 is concluding remarks. The appendix in Section 6 presents a worked example.

2. Mathematical Model

A U-shaped assembly line with parallel stations can be viewed as a traditional U-shaped line where stations are replaced with stages. A stage may contain two or more identical workstations operating in parallel. We define the following variables:

- \( T \): \( \{i : i = 1 \ldots N\} \) the set of all tasks to be assigned.
- \( t_i \): the processing time of task \( i \)
- \( P \): the set of task pairs indicating task precedence. For all \( \{x, y\} \in P \), task \( x \) must be completed before task \( y \) begins.
- \( C \): the line cycle, the pace of production.
- \( q_k \): the number of identical workstations in stage \( k \).
- \( M \): the number of stages.
- \( R_k \): for \( k = 1,2,..M \), the set of tasks that are processed at the stage \( k \) during the first half of the U-line;
- \( R_{2M+1-k} \): for \( k = 1,2,..M \), the set of tasks that are processed at the stage \( k \) during the second half of the U-line;
- \( S_k \): the set of all tasks processed in stage \( k \).

The sets \( R \) are identified in the schematic of a 3 stage U-shaped line, with 2 parallel stations in the second stage shown in Figure 4. Assume a cycle time of 6 minutes and that the sum of task times is represented by \( R_1 = 3, R_2 = 4, R_3 = 4, R_4 = 2, R_5 = 8, \) and \( R_6 = 3 \), where \( R_5 \) consists of a single indivisible task. Since \( R_5 = 8 \), the parallel stations as shown in the figure are necessary to obtain the desired cycle time. The processing is as follows. Operator 1 works on station \( R_1 \) for 3 min(work forward) and turns to work on \( R_6 \) for 3 min(work backward). Operator 2 works on station \( R_{2.1} \) for 4 min(work forward) and turns to work on \( R_{5.1} \) for 8 min(work backward). Operator 3 works on station \( R_{2.2} \) for 4 min(work forward) and turns to work on \( R_{5.2} \) for 8 min(work backward). Operator 4 works on station \( R_3 \) for 4 min(work forward) and turns to work on \( R_4 \) for 2 min(work backward).
The objective of the mathematic model is to minimize the total idle time in the system

$$\sum_{k=1}^{M} q_k C - \sum_{i=1}^{N} t_i$$  \hspace{1cm} (2.1)

which is equivalent to minimizing the total number of stations. A complete model is:

Minimize $$\sum_{k=1}^{M} q_k$$  \hspace{1cm} (2.2)

Subject to: $$S_k = R_k \cup R_{2M+1-k}, \quad k = 1, 2, ..., M$$  \hspace{1cm} (2.3)

$$\bigcup_{k=1}^{M} S_k = T$$  \hspace{1cm} (2.4)

$$S_i \cap S_j = \emptyset, \quad \text{for all} \quad i \neq j$$  \hspace{1cm} (2.5)

$$\sum_{i \in S_k} t_i \leq q_k C, \quad k = 1, 2, ..., M$$  \hspace{1cm} (2.6)

for all $$(x, y) \in P : \text{if } x \in R_i \text{ and } y \in R_j, \text{ then } i \leq j$$  \hspace{1cm} (2.7)

$$q_k = \ceil{t_k^* / C}, \quad \text{where } t_k^* = \max_{i \in S_k} t_i$$  \hspace{1cm} (2.8)

Equations (2.3) define the tasks assigned to each stage. Equation (2.4) ensures that all the tasks are assigned. Equations (2.5) ensure that each task is assigned to only one stage. Inequalities (2.6) limit the total workload in a stage to the capacity of that stage. Conditions (2.7) enforce the precedence restrictions. Equations (2.8) enforce Buxey’s practical constraint that, in a high tech assembly environment, parallel stations should only be used when necessary to accommodate a task time which exceeds the cycle time.

### 3. Heuristic for U-line with Parallel Stations

Heuristic solution approaches for the straight line and non-parallel U-line ALBP have included priority rule based procedures [12], simulated annealing [26], tabu search [20], and genetic algorithms [10]. While exact methods using Integer Programming, Dynamic Programming and particularly Branch and Bound [2, 9, 22] have had some success with small to modest size problems, heuristic procedures are needed for larger problems, for finding initial feasible solutions and bounds for exact methods, and for use in solving variations of the ALBP using search procedures where the SALBP-I problem is repetitively solved. The HUP (Heuristic for U-shaped Parallel lines) heuristic is offered as a solver for the present problem. HUP always returns a feasible solution.

The HUP heuristic is based upon Hackman’s [12] IUFF heuristic for straight assembly line balancing which in turn was based upon Wee and Magazine’s [27] GFF heuristic for straight lines. In a manner similar to these heuristics, HUP balances the line by scoring, ranking, and assigning tasks to workstation stages until all tasks are assigned.

Talbot, et.al. [25] compiled a list of the numerical scoring functions that have been used by Hackman [12], Wee and Magazine [27], and other researchers in constructing decision rules for assembly line balancing heuristics. Four of these are meaningful for the parallel station U-shaped line problem. Each of these rules assigns a score reflecting the importance of a task in terms of some measure such as time or number of tasks that they “control” with respect to assignment of tasks to workstations. The HUP heuristic uses all four with appropriate U-line adaptations. They are:
• Work element time (WE): the processing time of a task. The largest WE has the highest priority.

• Positional weight (PW): If the task is eligible for assignment in the forward direction (no unassigned predecessors) then PW is the sum of unassigned task times that follow it. If the task is eligible for assignment in the backward direction (no unassigned successors) then PW is the sum of unassigned task times that precede it. The largest PW has the highest priority.

• Number of followers (NF): If the task is eligible for assignment in the forward direction (no unassigned predecessors) then NF is the number of unassigned tasks that follow it. If the task is eligible for assignment in the backward direction (no unassigned successors) then NF is the number of unassigned tasks that precede it. The largest NF has the highest priority.

• Number of immediate followers (NIF): If the task is eligible for assignment in the forward direction (no unassigned predecessors) then NIF is the number of unassigned tasks that immediately it. If the task is eligible for assignment in the backward direction (no unassigned successors) then NIF is the number of unassigned tasks that immediately precede it. The largest NIF has the highest priority.

In addition to the modifications necessary to accommodate U-shaped lines and parallel stations, HUP improves over earlier heuristics by immediately adjusting scores and re-ranking available tasks after each task assignment. The adjustment and re-ranking is important for U-lines since the assignment of tasks to either end of the line can immediately affect ranking scores in the case of PW, NIF, and NF criteria.

Preliminary investigation determined that it was not possible to predict which of the four scoring function would provide the best solution (smallest number of stations) for any particular network. Because of this, we decided to investigate whether a new scoring function that combined the other four would provide value to the heuristic. Because of the incompatibility of the units of measure reported by the other scoring functions, the new function combines the rank returned by the other functions rather than the raw values. The new ranking function is called scored rank of scores (SRS) and is calculated as follows:

1. the tasks are ranked with each of the 4 ranking functions;
2. for each task, the ordinal rank corresponding to each function is summed;
3. the resulting sums are sorted to determine the SRS ranking. Lowest value has highest priority.

Table 1 illustrates SRS applied to four tasks. The first four lines show the ranking for the tasks corresponding to each of the ranking functions. The SRS line is the sum of ranked scores. Ranking this line would order the tasks \( \{t_2, t_1, t_3, t_4\} \), where \( t_2 \) would highest priority for assignment. When SRS was incorporated into HUP, it too resulted in a better solution for some problems than the other scoring functions.

<table>
<thead>
<tr>
<th>Task</th>
<th>PW rank</th>
<th>WE rank</th>
<th>NF rank</th>
<th>NIF rank</th>
<th>SRS scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>15</td>
</tr>
</tbody>
</table>
Because each of the scoring rules has occasions to yield a better solution than the remaining rules, and because HUP executes quickly, HUP’s default strategy is to determine an assignment using each of the five scoring functions separately and then to choose the best of the resulting five solutions. HUP uses the following variables:

- \( \text{slack} \) : slack time for a station in the current stage;
- \( A \) : set of tasks available for assignment because they currently have either no predecessors or no successors;
- \( n \) : stage number;
- \( q_n \) : number of parallel stations in the current stage;
- \( q_{\text{test}} \) : temporary value for number of stations \( n \) the current stage used to test if stage can be expanded;
- \( r_i \) : ranking score for task \( i \);
- \( t_i \) : time for task \( i \);
- \( t_{\text{test}} \) : temporary time value used to test if stage can be expanded

A flowchart of HUP is shown in Figure 5. For a given scoring rule, the following steps allocate tasks to stages:

Step 1: Close any open stage. Create a new stage \(( n = n + 1, q_n = 1, A = \emptyset, \text{slack} = C, )\)

Step 2: Add all tasks having no unassigned predecessors and/or no unassigned successors to \( A \).

For each task added to \( A \), calculate the associated ranking score.
Step 3: If $A = \emptyset$, go to Step 1. Otherwise, select and remove the highest ranking task $i$ from $A$.
If $t_i \leq \text{slack}$ assign task $i$ to the current stage. Go to Step 5.
If $\text{slack} < t_i \leq C$, the task cannot be assigned to the current stage. Go to Step 3.
If $t_i > C$, the task can be added to the current stage if the stage can be expanded with parallel stations. Go to Step 4.

Step 4: If the current stage has already been expanded, the Buxey constraint on minimizing duplicated equipment does not allow further expansion. The task cannot be assigned. Go to Step 3.
If the time consumed by tasks already assigned to an unexpanded station require the stage to be expanded beyond the minimum size necessary to accommodate the current large task, expansion would also violate the Buxey constraint. To check this, calculate:

$$q_{\text{test}} = \left\lceil \frac{t_i}{C} \right\rceil$$ (3.1)

$$t_{\text{test}} = \text{slack} + (q_{\text{test}} - 1)C$$ (3.2)

If the $t_i \leq t_{\text{test}}$, then the stage can be expanded. Expand the station and add the task ($q_n = q_{\text{test}}$, $\text{slack} = t_{\text{test}} - t_i$). Then Go to Step 5.
If the stage cannot be expanded go to Step 3.

Step 5: For scoring functions other than WE, appropriately adjust the ranking scores for the tasks remaining in $A$ which have the current task $i$ as a predecessor or successor. If $\text{slack} = 0$, go to Step 1, otherwise go to Step 2.

4. Computational Results

The HUP heuristic was coded in C++ and run on a 733Mhz Pentium computer. The test suite of problems was constructed from the benchmark data sets of Talbot, Patterson & Gehrlein [25], Hoffman [13], and Scholl & Klein [23]. These data sets have been used for testing and comparing solution procedures for assembly line balancing problems in almost all relevant studies since the early nineties. As the present problem is a new version of the ALBP, there are no existing exact solvers or heuristic solvers for it other than the present HUP algorithm. In order to evaluate the heuristic three comparisons were made. The first was based upon known optimal solutions to U-line non-parallel problems. The second used lower bounds to U-line parallel problems. The third compared the HUP heuristic to a straight line with parallel stations heuristic that also incorporated the Buxey constraint.

In order to obtain a base line for evaluation, the number of workstations as determined by HUP was compared with published solutions to non-parallel U-line problems based on the benchmark networks. There are 269 problems in this test set. The 269 problems took a total of 3.75 seconds or 0.014 seconds per problem to execute. The results are summarized in Table 2. The well known bin-packing lower bound for ALBP’s, $LB = \lceil \sum t/C \rceil$ is also included in the table. In the table, deviation and relative deviation of the solution $s$ from $x$ is defined as $s - x$ and $(s - x)/x$, respectively. “Optimal” in the table refers to the known optimal solution for a test problem. “HUP Best” refers to the best solution, i.e., the smallest number of stations, found with HUP and the five scoring rules. “Uniquely HUP Best” indicates a situation using HUP where the respective scoring rule was the only rule of the five to achieve the best solution. Table 2 shows that HUP found the optimal solution for 137 of the 269 problem instances.
Table 2: Summary for 269 U-line non-parallel problems

<table>
<thead>
<tr>
<th></th>
<th>PW</th>
<th>NF</th>
<th>NIF</th>
<th>WE</th>
<th>SRS</th>
<th>HUP Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number equal to LB</td>
<td>42</td>
<td>44</td>
<td>45</td>
<td>46</td>
<td>46</td>
<td>61</td>
</tr>
<tr>
<td>Avg. Dev. from LB</td>
<td>2.02</td>
<td>1.98</td>
<td>1.90</td>
<td>1.88</td>
<td>1.87</td>
<td>1.77</td>
</tr>
<tr>
<td>Avg. Rel. Dev. from LB</td>
<td>0.089</td>
<td>0.087</td>
<td>0.087</td>
<td>0.087</td>
<td>0.084</td>
<td>0.075</td>
</tr>
<tr>
<td>Number equal to Optimal</td>
<td>108</td>
<td>111</td>
<td>111</td>
<td>117</td>
<td>119</td>
<td>137</td>
</tr>
<tr>
<td>Avg. Dev. from Optimal</td>
<td>0.75</td>
<td>0.71</td>
<td>0.64</td>
<td>0.62</td>
<td>0.60</td>
<td>0.51</td>
</tr>
<tr>
<td>Avg. Rel. Dev. from Optimal</td>
<td>0.044</td>
<td>0.043</td>
<td>0.042</td>
<td>0.042</td>
<td>0.040</td>
<td>0.032</td>
</tr>
<tr>
<td>Number equal to HUP Best</td>
<td>216</td>
<td>240</td>
<td>226</td>
<td>238</td>
<td>244</td>
<td>-</td>
</tr>
<tr>
<td>Number Uniquely HUP Best</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

HUP was then used to solve a set of problems each of which required at least one stage of two or more parallel stations. These problems were formed by varying the cycle time for each of the benchmark networks from the minimum task time to one less than the maximum task time of the respective network. There were a total of 14829 problems in this test set. The problems took 311 seconds or an average time of 0.021 seconds per problem to run. The longest problem took 0.33 seconds. This corresponded to the somewhat unrealistic case where the largest network of 297 tasks was run with a very small cycle time resulting in nearly 14000 parallel stations. When the smallest cycle time was limited to 80% of the largest task time, the average time per problem was 0.011 seconds with the longest problem time of 0.08 seconds. The results for the parallel problems are summarized in Table 3.

Table 3: Summary for 14829 U-line parallel problems

<table>
<thead>
<tr>
<th></th>
<th>PW</th>
<th>NF</th>
<th>NIF</th>
<th>WE</th>
<th>SRS</th>
<th>HUP Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number equal to LB</td>
<td>1494</td>
<td>1678</td>
<td>2378</td>
<td>2173</td>
<td>2334</td>
<td>3219</td>
</tr>
<tr>
<td>Avg. Dev. from LB</td>
<td>7.10</td>
<td>6.93</td>
<td>6.76</td>
<td>6.67</td>
<td>6.67</td>
<td>6.32</td>
</tr>
<tr>
<td>Avg. Rel. Dev. from LB</td>
<td>0.069</td>
<td>0.065</td>
<td>0.062</td>
<td>0.062</td>
<td>0.061</td>
<td>0.054</td>
</tr>
<tr>
<td>Number equal to HUP Best</td>
<td>6971</td>
<td>8237</td>
<td>10023</td>
<td>10786</td>
<td>10440</td>
<td>-</td>
</tr>
<tr>
<td>Number Uniquely HUP Best</td>
<td>102</td>
<td>232</td>
<td>713</td>
<td>1364</td>
<td>626</td>
<td>-</td>
</tr>
</tbody>
</table>

It is clear that the HUP heuristic found the optimal solution to at least 21.7% of the 14829 parallel test problem cases, i.e., for those cases for which the HUP solution was equal to the lower bound \( LB \). This correlates favorably with the non-parallel case (refer to Table 2) where the heuristic had 22.6% of its solutions equal to \( LB \). For these non-parallel problems the optimal solution was found nearly 51% of the time. The average deviation from \( LB \) of the HUP solutions is larger for the parallel solutions than for the non-parallel case because of the large number of stations resulting from small values of cycle time. The average relative deviations attempt to normalize the effect of large solution values. The average relative deviations from \( LB \) are actually much better than in the non-parallel case. If one accepts the hypothesis that the smaller average relative deviations of the parallel case implies the relationship between an \( LB \) solution and an optimal solution for the parallel case is at least as good as the non-parallel case, it can be concluded that HUP finds the optimal solution on average 50\% of the time.
The test set of problems was also used to compare the solutions for the U-line with parallel stations problems with the solutions for a straight line when parallel stations are allowed within the context of the Buxey constraint. The HUP heuristic was modified for straight line solution by only considering tasks feasible for assignment to a station if the tasks had no predecessors. The resulting straight line heuristic was used to solve the 14829 parallel problems in the test set. Table 4 compares the straight line parallel solutions to the U-line parallel solutions. The first three lines of the table provide statistics from the comparison of the straight line solutions to the lower bounds. The fourth line counts the number of problems for which the straight line solution had at least one more station than the U-line solution for the same problem. The last line is the average number of additional stations required by the inferior straight line solutions. Comparison of the U-line to straight line solutions affirms the superiority of the U-line configuration in that fewer stations were required in over 72% of the problems solved.

5. Summary
This paper presented a version of the assembly line balancing problem that uses U-shaped lines where parallel stations are permitted if and only if they are necessary to achieve a desired cycle time. The HUP heuristic was provided as a solver for this problem and was shown to execute quickly. By extrapolating results from known solutions to non parallel problems, it was estimated that the HUP heuristic has an approximate 50% success rate in obtaining optimal solutions.

6. Appendix: Worked Example

The following lists the steps of the HUP algorithm as applied to Bowman’s network shown in Figure 6. Positional weight (PW) will be used for the scoring function. The cycle time of 10 will be used.
Step 1: Create a new station.
\[ n = 1, \ q_1 = 1, \ A = \emptyset, \ slack = 10 \]

Step 2: Compute ranking scores for available tasks and add tasks to \( A \).
\[
\begin{align*}
r_1 &= 11 + 17 + 9 + 5 + 8 + 12 + 10 + 3 = 75 \\
r_7 &= 10 + 8 + 9 + 17 + 11 = 55 \\
r_8 &= 3 + 12 + 9 + 5 + 17 + 11 = 57 \\
A &= \{1, 8, 7\}
\end{align*}
\]

Steps 3 & 4: Highest ranking task in \( A \) (task 1) has \( t_1 > C \). Since this is the first task added to this stage, expansion definitely possible. Expand the stage and assign task 1.
\[
\begin{align*}
q_1 &= \left\lceil \frac{t_1}{C} \right\rceil = \left\lceil \frac{11}{10} \right\rceil = 2 \\
slack &= q_1C - t_1 = 20 - 11 = 9 \\
A &= \{8, 7\}
\end{align*}
\]

Step 5: Since task 1 is no longer part of their positional weight, adjust rankings scores (PW in this case) of tasks in \( A \) having task 1 as a predecessor by subtracting \( t_1 \).
\[
\begin{align*}
r_7 &\leftarrow r_7 - t_1 = 55 - 11 = 44 \\
r_8 &\leftarrow r_8 - t_1 = 57 - 11 = 46
\end{align*}
\]

Go to Step 2

Step 2: Task 2 now has no predecessors. Calculate ranking score and add task 2 to \( A \).
\[
\begin{align*}
r_2 &= 17 + 9 + 5 + 8 + 12 + 10 + 3 = 64 \\
A &= \{2, 8, 7\}
\end{align*}
\]

Step 3: Highest ranking task in \( A \) (task 2) has \( t_2 > C \), Go to Step 4.

Step 4: Stage 1 has already been expanded. Task 2 cannot be added.
\[
A = \{8, 7\}
\]

Go to Step 3

Step 3: Highest ranking task is task 8. Since \( t_8 \leq slack \), assign to stage 1.
\[
\begin{align*}
slack &\leftarrow slack - t_8 = 9 - 3 = 6 \\
A &= \{7\}
\end{align*}
\]

Go to Step 5

Step 5: Task 7 does not have task 8 as a predecessor or successor. No adjustments necessary.

Go to Step 2

Step 2: Compute ranking scores for newly available tasks and add tasks to \( A \).
\[
\begin{align*}
r_6 &= 12 + 9 + 5 + 17 = 43 \\
A &= \{7, 6\}
\end{align*}
\]

Step 3: All available task times are greater than \( slack \). Go to Step 1.

Step 1: Close stage 1 = \{1, 8\} with 2 parallel stations. Open new stage.
\[ n = 2, \ q_2 = 1, \ A = \emptyset, \ slack = 10 \]

Step 2: Add available tasks to \( A \). Compute ranking scores as required.
\[
\begin{align*}
r_2 &= 17 + 9 + 5 + 8 + 12 + 10 = 61 \\
r_7 &= 44, \quad r_6 = 43, \quad A = \{2, 7, 6\}
\end{align*}
\]

Steps 3 & 4: Task 2 the highest ranking task in \( A \) has \( t_2 > C \). Since this is the first task added to this stage, expansion definitely possible. Expand the stage and assign task 2.
\[
\begin{align*}
q_2 &= \left\lceil \frac{t_2}{C} \right\rceil = \left\lceil \frac{17}{10} \right\rceil = 2 \\
slack &= q_2C - t_2 = 2 \cdot 10 - 17 = 3
\end{align*}
\]
Go to Step 5

Step 5: Adjust scores of tasks in $A$ having task 2 as a predecessor.

\[
\begin{align*}
    r_6 & \leftarrow r_6 - t_2 = 43 - 17 = 26 \\
    r_7 & \leftarrow r_7 - t_2 = 44 - 17 = 27
\end{align*}
\]

Go to Step 2

Step 2: Add newly available tasks to $A$ and compute ranking scores.

\[
\begin{align*}
    r_3 & = 9 + 8 + 12 + 10 = 39 \\
    r_4 & = 5 + 12 = 17 \\
    A & = \{3, 7, 6, 4\}
\end{align*}
\]

Step 3: Times of all tasks in $A$ are greater than slack. Go to Step 1.

Step 1: Close stage 2 = \{2\} with 2 parallel stations. Open new stage.

\[
\begin{align*}
    n & = 3, q_3 = 1, A = \emptyset, \text{slack} = 10
\end{align*}
\]

Step 2: Add available tasks to $A$. Compute ranking scores as required.

\[
\begin{align*}
    r_3 & = 39, \quad r_7 = 27, \quad r_6 = 26, \quad r_4 = 17 \\
    A & = \{3, 7, 6, 4\}
\end{align*}
\]

Steps 3 & 5: Highest ranking task in $A$ is task 3. Since $t_3 \leq \text{slack}$, assign task 3 to stage 3.

Adjust scores of tasks in $A$ having task 3 as a predecessor.

\[
\begin{align*}
    \text{slack} & \leftarrow \text{slack} - t_3 = 1 \\
    r_6 & \leftarrow r_6 - t_3 = 17 \\
    r_7 & \leftarrow r_7 - t_3 = 18
\end{align*}
\]

Go to Step 2

Step 2: Add newly available tasks to $A$ and compute ranking scores. Ties in task rankings will be broken by task time.

\[
\begin{align*}
    r_5 & = 8 + 10 = 18 \\
    A & = \{7, 5, 6, 4\}
\end{align*}
\]

Step 3: Times of all tasks in $A$ are greater than slack. Go to Step 1.

Step 1: Close stage 3 = \{1\} with 1 station. Open new stage.

\[
\begin{align*}
    n & = 4, q_4 = 1, A = \emptyset, \text{slack} = 10
\end{align*}
\]

Step 2: Add available tasks to $A$.

\[
\begin{align*}
    r_7 & = 18, \quad r_5 = 18, \quad r_6 = 17, \quad r_4 = 17 \\
    A & = \{7, 5, 6, 4\}
\end{align*}
\]

Steps 3 & 5: Task 7 is highest ranking task in $A$. Since $t_7 \leq \text{slack}$, assign task 7 to stage 3.

\[
\begin{align*}
    \text{slack} & \leftarrow \text{slack} - t_7 = 0 \\
    \text{Adjust scores of tasks in } A \text{ having task 3 as a successor.}
\end{align*}
\]

\[
\begin{align*}
    r_5 & = 18 - 10 = 8 \\
    \text{Since slack = 0, Go to Step 1}
\end{align*}
\]

Step 1: Close stage 4 = \{7\} with 1 station. Open new stage.

\[
\begin{align*}
    n & = 4, q_5 = 1, A = \emptyset, \text{slack} = 10
\end{align*}
\]

Step 2: Add available tasks to $A$.

\[
\begin{align*}
    r_6 & = 17, \quad r_4 = 17, \quad r_5 = 8 \\
    A & = \{6, 4, 5\}
\end{align*}
\]

Steps 3 & 4: Task 6 is highest ranking task in $A$ has $t_6 > C$. Since this is the first task added to this stage, expansion definitely possible. Expand the stage and assign task 6.
\[ q_4 = \left\lceil \frac{t_6}{C} \right\rceil = \left\lceil \frac{12}{10} \right\rceil = 2 \]
\[ \text{slack} = q_4C - t_6 = 20 - 12 = 8 \]
\[ A = \{5, 4\} \]

Step 5: Adjust scores of tasks in \( A \) having task 6 as a successor.
\[ r_4 \leftarrow r_4 - t_6 = 5 \]
Go to Step 2

Steps 2, 3 & 5: No newly available tasks. Task 5 is highest ranking task in \( A \). Since \( t_5 \leq \text{slack} \), assign task 5.
\[ \text{slack} \leftarrow \text{slack} - t_5 = 0 \]
\[ A = \{4\} \]
\[ r_4 \leftarrow r_4 - t_6 \]
Since \( \text{slack} = 0 \), Go to Step 1

Step 1 & 2: Close stage \( 5 = \{5, 6\} \) with 2 stations. Open new stage. There are no new tasks to add.
\[ n = 6, \; q_6 = 1, \; A = \{4\}, \; \text{slack} = 10 \]

Step 3: Only task in \( A \) is task 4. Since \( t_4 \leq \text{slack} \). Assign task 4.

All tasks have been assigned. The HUP solution consisting of 6 stages and 9 stations: is shown in Table 5 and Figure 7.

<table>
<thead>
<tr>
<th>Stage ( (k) )</th>
<th>Parallel Stations ( (q_k) )</th>
<th>Tasks ( (S_k) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1,8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>5,6</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5: HUP solution for Bowman network with parallel stations
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