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Abstract This note considers the dynamic inventory problem in which the perishable product is to be stored in two types of warehouses. The problem is how much amount of the product is ordered and preserved subject to the future demands. Hence the optimal ordering and preserving policies are obtained recursively with structural properties of the solution. Also the infinite horizon case is derived.

1. Introduction

The perishability of products is beginning to receive attention in the inventory problem. One important aspect of it is that the perishable products have a fixed life time and become useless to satisfy demands after a fixed length of periods (i.e., expiration date). Photographic films and drugs are common examples. Several authors investigated the model in which the products perish exactly \( m \) periods after receipt on order. And they derived optimal ordering policies by solving a dynamic program with a state variable of dimension \( m-1 \), and also derived some qualitative properties of policies. See Fries [2], Nahmias and Pierskalla [4],[5] and Nahmias [6]. The structure of the optimal policies was significantly complex except \( m=2 \), then approximations were also derived. See Cohen [1] and Nahmias [7].

Another remarkable aspect of the perishability is that one can preserve the perishable products in a special equipment, which keeps them in the almost same quality and extends their life time for a pretty long period. For example, perishable foodstuffs like fresh fish and meat deteriorate in a week when refrigerated. But they will keep for half an year when frozen, which for the practical purpose is nonperishable.
Now we make a model of the above as follows:

A preservable warehouse and an ordinary one are two types of warehouses, in which perishable products are to be stored. While the products in the former have an infinite life time as long as they are in, the products in the latter have a life time of one period so that they deteriorate at the end of the period. Also costs are incurred to the products in the former. In this situation, one must determine how much amount of the products is ordered and how much amount is stored in the preservable warehouse, subject to the demand at each period. Therefore, our purpose is to analyze this realistic model in order to derive an optimal preserving policy as well as an ordering one with their properties.

2. Model

We assume that time is divided into discrete periods that are numbered backwards from the planning horizon. Within each period the following events and decisions occur sequentially. Let a state variable \( x \) be the amount of perishable products stored in the preservable warehouse, which was brought into this period. Now observing \( x \), two decisions are made. So the amount \( z-x \) is ordered and delivered immediately at unit ordering cost \( c \) in order to raise the inventory level upto \( z \). And the amount \( y \) is stored in the preservable warehouse at unit preserving cost \( h_1 \), the amount \( z-y \) is placed in the ordinary warehouse. The decision variables \( y,z \) represent the starting amount of preserving inventory and the starting amount of the total inventory, respectively \((0 \leq x \leq z, 0 \leq y \leq z)\).

The demands in each period are independent and identically distributed nonnegative random variables with a distribution function \( F \) and its density \( f \). The inventory is first depleted from the ordinary warehouse, and depleted from the preserving one at unit emergency issuing cost \( k_2 \). The unsatisfied demand is lost for sales at unit penalty cost \( p \). When the demand is over at the period, the amount remaining in the ordinary is disposed, and the amount remaining in the preserving is brought to the next period at unit holding cost \( h_2 \).

Let a random variable \( D \) represent a demand in the period. Then an amount \( H \) remaining in the preserving and an amount \( K \) issued from the preserving are given by

\[
H = (z-(z-y)D)^+ \quad K = (D \wedge (z-y))^+.
\]
This can be seen most easily by considering the three possibilities \( 0 \leq D \leq z-y \), \( z-y < D \leq z \) and \( z < D \) separately, where \( x^+ = \max(0,x) \), \( x \land y = \min(x,y) \).

The following cost structure in the period is summarized:

- \( c(z-x)^+ \) = ordering cost;
- \( h^+_1 y = \) preserving cost;
- \( h_- y = \) holding cost;
- \( k_{2} K = \) issuing cost;
- \( p(D-z)^+ = \) penalty cost;

Now, \( H+K = y \), the preserving cost is included to the holding and issuing costs by putting \( h = h^+_1 + h^-_2 \), \( k = h^+_1 + k_{2} \) respectively.

The problem is to characterize the ordering and preserving decision procedures which minimize the expected value of total costs given by the usual recursive equation in dynamic programming. Before the formulation, we examine random variables \( H \) and \( K \) without proof.

**Lemma.** The random variables \( H \) and \( K \) have distribution functions \( H_{y,z}(\cdot) \) and \( K_{y,z}(\cdot) \), \( (0<y<z) \), respectively given by

\[
\begin{align*}
H_{y,z}(t) & \equiv P[H \leq t] = 1-F(z-t) & (0 \leq t < y) \\
& = 1 & (y \leq t), \\
K_{y,z}(t) & \equiv P[K \leq t] = F(z-y+t) & (0 \leq t < y) \\
& = 1 & (y \leq t).
\end{align*}
\]

Moreover, if the density \( f \) of \( F \) is continuous and any given function \( g \) is continuously differentiable over \((0,\infty)\), then

\[
\begin{align*}
H(y,z) & \equiv \int_{0-}^{\infty} g(t) \, dH_{y,z}(t), \\
K(y,z) & \equiv \int_{0-}^{\infty} g(t) \, dK_{y,z}(t)
\end{align*}
\]

have partial derivatives.
3. Formulation

As usual, let \( f_n(x) \) be the minimum expected cost over \( n \) periods as a function of the level \( x \) of preserving inventory before ordering. The principle of optimality for this problem takes the following form.

\[
C_n(x) = \min_{z \geq x, z \geq 0} \left[ B_n(y,z) - \alpha x \right],
\]

(4)

\[
B_n(y,z) = \alpha + \int_0^\infty p(t-z)'^+ dF(t) + \int_0^\infty kt \delta y,z(t) + \int_0^\infty (ht + C_{n-1}(t)) dH_y,z(t), \quad (n=1,2,\ldots; C_0(x)=0). \tag{5}
\]

Let \( y^*_n(x) \) and \( z^*_n(x) \) denote the optimal preserving and ordering policies in the period \( n \) when the initial level of preserving inventory before ordering is \( x \). We have

\[
C_n(x) = B_n(y^*_n(x),z^*_n(x)) - \alpha x.
\]

Then the purpose of the next theorems will be to demonstrate the existence of \( y^*_n(x) \) and \( z^*_n(x) \) and to derive some of their properties.

Assumption.

(A) \( f(t) \) is continuous for all \( t \geq 0 \). (It is necessary for the lemma.)

(A\') \( f(t) > 0 \) for all \( t \geq 0 \). (It is not always necessary but only for the uniqueness of solutions.)

(B) \( \sigma > h+k, \quad p > \sigma h+k \). (It would be optimal to order and preserve the products at least.)

Theorem 1. Under the assumption, there exists a sequence \( \{ \bar{z}_n \} \) such that

\[
\bar{F}^{-1}(\frac{p-c-k}{p}) = \bar{z}_1 < \bar{z}_2 < \cdots < \bar{z} \equiv \bar{F}^{-1}(\frac{p-c-k}{p}) .
\]

If \( \bar{z}_{n_0} = \bar{z} \) for some \( n_0 \), then \( \bar{z}_{n_0} = \bar{z}_{n_0+1} = \cdots = \bar{z} \).

(1-1) Results on \( C'_n(x) \).

\( C'_n(x) \) is convex on \([0,\bar{z}_n]\), and strictly convex on \([\bar{z}_n,\infty)\). \( C'_n(x) \) is nonincreasing and nonnegative.

(1-2) Results on \( C'_n(x) \).

\( C'_n(x) \) in continuous and nondecreasing.

\[
C'_n(x) = -\sigma \quad \text{on} \quad [0,\bar{z}_n]. \quad \lim_{x \to \infty} C'_n(x) = 0 .
\]
(1-3) Results on $y^*_n(x)$ and $z^*_n(x)$.

$$z^*_n(x) = \frac{-z_n \cdot V x}{n}, \quad y^*_n(x) = \frac{-y_n \cdot z_n \cdot V x}{n},$$
where $y^*_n(x)$ is a unique solution $y$ to

$$k + (h-k-C_{n-1}(y) \cdot F(x-y)) = 0 \quad \text{for all } x \geq \frac{y}{h} \equiv \frac{F^{-1}(\frac{k}{h})}{h},$$
specially $y^*_1(x) = 0, \quad y^*_n(z_n) = \frac{z_n - \sqrt{n}}{n} \quad (n=2,3,\cdots)$.

$$0 \leq \frac{dy^*_n(x)}{dx} \leq 1, \quad y^*_n(x) \text{ is bounded for all } x \geq 0.$$

Theorem 2.

(2-1) $C_{n+1}(x) \geq C_n(x), \quad C'_{n+1}(x) \leq C'_n(x) \quad (n=0,1,2,\cdots) \quad \text{for all } x \geq 0.$

(2-1) $y^*_{n+1}(x) \geq \overline{y}^*_n(x) \quad (n=1,2,\cdots) \quad \text{for all } x \geq \overline{y}.$
The theorems reveal some structural properties of the minimum expected cost $C_n(x)$ by the fig. 3,4 and the optimal policies by the fig. 5,6, respectively. Now we interpret the optimal ordering policy $z_n^*(x)$ and the optimal preserving policy $y_n^*(x)$ as follows:

(7) If $x < \bar{z}_n$, it is optimal to order the amount $\bar{z}_n - x$ so as to raise the total inventory up to $\bar{z}_n$. It is optimal to preserve the amount $\bar{z}_n - y$ in the preserving and to place the amount $y$ in the ordinary when $n = 2, 3, \cdots$: Or to preserve none of the amount and to place all the amount $\bar{z}_1$ in the ordinary when only $n = 1$. Note that the penalty cost $p$ depends only on the total inventory $\bar{z}_n$, but is independent of the amount $y$ in the ordinary.

(8) If $x \geq \bar{z}_n$, it is optimal to order none of the amount so as to keep the total inventory to $x$. It is optimal to preserve the amount $y_n(x)$ in the preserving and to place the amount $x - y_n(x)$ in the ordinary when $n = 2, 3, \cdots$: Or to preserve none of the amount and to place all the amount $x$ in the ordinary when only $n = 1$. Note that the amount $y_n(x)$ in the preserving is bounded. This indicates that the system is forced to go quickly to the steady state (7) when the initial level is sufficiently large.

Proof of the theorem 1. The proof is by induction. Assume the theorem is true for $1, 2, \cdots, n - 1$. The case of $n = 1$ is easily established by calculating (4), (5) in the almost same manner when $n$ is arbitrary with $C_0(x) = 0$.

\[
B_n(y, z) = a z + \int_0^\infty \int_0^\infty \frac{p(t-z)}{t} \, dF(t) + \int_0^\infty \int_0^\infty k \, dK_{z}(t) \\
+ \int_0^\infty \int_0^\infty (h t + C_{n-1}(t)) \, dK_{z}(t).
\]

\[
\frac{\partial B_n(y, z)}{\partial y} = k + (C'_{n-1}(y) + h - k)F(z-y).
\]

\[
\frac{\partial^2 B_n(y, z)}{\partial y^2} = C''_{n-1}(y)F(z-y) + (k-h-C'_{n-1}(y))f(z-y).
\]

(i) First, we consider $y_n^*(z)$ which would minimize $B_n(y, z)$ on $[0, z]$ for any fixed $z$. By the inductive assumption on (1-2), the point $y_h$ which satisfies $C'_{n-1}(y) = -h$ is bounded. And,

\[
C'_{n-1}(y) > -h, \quad \frac{\partial B_n(y, z)}{\partial y} > k(1-F(z-y)) \geq 0 \text{ on } (y_h, z].
\]

Then, $y_n^*(z)$ would be in the interval $[0, y_n(z)]$. And
Since $B_n^r(y,z)$ is strictly convex in $y$ on $[0, z_n y_n]$ for any fixed $z$, $y_n^*(z)$ is the smallest value of
\[
B_n^r(y,z) = k + (h-k+C'_n(y))F(z-y) \geq 0.
\]
That is, if $z \leq \bar{y} = B^{-1}_{r_1}(h-k+C'_n(y))$ then $y_n^*(z) = 0$, and if $z \geq \bar{y}$ then $y_n^*(z)$ is the unique bounded solution $y_n^*(z)$ which satisfies
\[
(k-h-C'_n(y))F(z-y) = 0.
\]
Note that $\bar{y} \equiv B^{-1}_{r_1}(h-k+C'_n(y)) < 2$ by the assumption (B). Then $\bar{y} < \bar{z}_{n-1}$ is true by the inductive assumption.

(10) $\bar{y}_n(z) = z - \bar{y}$ on $[y, 2]$.  

**Corollary.** $0 \leq \frac{d\bar{y}_n(z)}{dz} \leq 1$ for $z \geq \bar{y}$.

**Proof.** By the differentiation of (9) with respect to $z$, we obtain
\[
\frac{d\bar{y}_n(z)}{dz} = \frac{(k-h-C'_n(y_n))F(z-y_n)}{(k-h-C'_n(y_n))F(z-y_n) + C^r_n(y_n)F(z-y_n)}.
\]
Where $C'_n(y_n) \leq -h$, which complete the proof of the corollary.

(ii) Second, we consider $\bar{z}_n$ which would minimize $B_n(y_n^*(z),z)$ for all $z \geq 0$. Let $z \leq \bar{y}$, then
\[
B_n(y_n^*(z),z) = B_n(0,z) = \alpha z + \int_{0}^{\infty} p(t-z) t F(t) + C_{n-1}(0).
\]
\[
\frac{dB}{dz} = (c - p) + pF(z). \quad \frac{d^2B}{dz^2} = pf(z) > 0.
\]
If $z \geq \bar{y}$, then
\[
B_n(y_n^*(z),z) = B_n(\bar{y}_n(z), z) = \alpha z + \int_{0}^{\infty} p(t-z) t F(t)
\]
\[
+ \int_{0}^{\infty} k t dK_{n}(y_n^*(z), z) + \int_{0}^{\infty} (ht+C_n(t)) dH_n(y_n^*(z), z).
\]
\[ \frac{dB_n}{dz} = (c - p + pF(z)) + \int \frac{z}{z - y_n} (h - k + C'_{n-1}(z-t)) f(t) \, dt \\
\quad + \{ k(1-F(z)) + \int \frac{z}{z - y_n} k f(t) \, dt + (h + C'_{n-1}(y_n)) F(z - y_n) \} \cdot y_n'. \]

Where the term in brackets is zero by the definition (9) of \( \overline{y}_n(z) \). Then

\[ \frac{d^2B_n}{dz^2} = (p+h-k-c)f(z) + \int \frac{z}{z - y_n} C''_{n-1}(z-t) f(t) \, dt \]
\[ \quad + (k-h-C'_{n-1}(y_n)) f(z - y_n)(1-y_n') > 0, \]

by the inductive assumption on \((1-1)\) and the corollary.

Now \( B_n(y_n^*(z), z) \) is strictly convex for all \( z \geq 0 \) by \((12)\), then \( \overline{z}_n \) is the unique solution of \( \frac{dB_n(y_n^*, z)}{dz} = 0 \).

\[ \frac{dB_n(y_n^*, z)}{dz} \bigg|_{z = \overline{z}_{n-1}} = (c - p) + pF(\overline{a}_{n-1}) + \int \frac{z}{z - y_n} (h - k - c) f(t) \, dt \quad \text{by } (10) \]
\[ = (c - p + k) + (p + h - k - c) F(\overline{a}_{n-1}). \]

Since \( \overline{z}_1 < \overline{z} = P^{-1}(\frac{p-c-k}{p-c-k+h}) \), \((13)\) = 0 if \( \overline{a}_{n-1} = \overline{z} \) and \((13) < 0 \) if \( \overline{a}_{n-1} < \overline{z} \).

That is, \( \overline{a}_{n-1} = \overline{z}_n = \overline{z} \) or \( \overline{a}_{n-1} < \overline{z}_n < \overline{z} \), which is the conclusion of the sequence \( \{\overline{z}_n\} \).

Hence it is easily shown that \( x^*(x) \) which minimize \( B_n(y_n^*(z), z) \) on \([x, \infty)\) for any fixed \( x \) is \( \overline{a}_n \). Then the optimal policies in the period \( n \) when the initial level is \( x \) are given by

\[ z_n^*(x) = \overline{a}_n \sqrt{x}, \]
\[ y_n^*(x) = y_n^*(z_n^*(x)) = \overline{y}_n(\overline{a}_n \sqrt{x}), \]

which complete the proof of \((1-3)\).

(iii) Finally we express \( C_n(x) \).

\[ C_n(x) = B_n(y^*_n(x), x) - cx \quad (x \geq \overline{a}_n) \]
\[ = \int_{0-}^\infty p(t-x) \lambda F(t) + \int_{0-}^\infty \lambda t dK_{y_n^*(x)}(t) \]
\[ + \int_{0-}^\infty (ht + C_n_{n-1}(t)) dH_{y_n^*(x)}(t), \]
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By (12) the proof of (1-1) is completed. And we have

\((15) \quad C'_n(x) = \begin{cases} 
-c & (x < \bar{z}_n) \\
-\rho(1-F(x)) + \int_{x-\bar{y}_n}^x (h-k+C'_{n-1}(x-t))f(t) \, dt & (x > \bar{z}_n)
\end{cases}\)

Since \(-c \leq C'_{n-1}(x-t) \leq \rho\) for \(x-t \in [0, \bar{y}_n]\), then

\[-\rho(1-F(x)) - (k+\rho)(F(x)-F(x-\bar{y}_n)) \leq C'_n(x) \leq -\rho(1-F(x)) - k(F(x)-F(x-\bar{y}_n)),\]

so that \(\lim_{x \to \infty} C'_n(x) = 0\) from the boundness of \(\bar{y}_n(x)\) by (9). Which complete the proof of (1-2).

Q.E.D.

Proof of the theorem 2. The proof is by induction. It is generally true by the recursive equation (4),(5) that \(C'_{n+1}(x) \geq C'_n(x) \quad (n=0,1,2,\ldots)\) for all \(x \geq 0\), then we would show that \(C'_{n+1}(x) \leq C'_n(x) \quad (n=0,1,2,\ldots)\).

Assume the result holds for \(0,1,2,\ldots, n-1\), then the case of \(n=0\) is easy, we prove it true for \(n\).

\[\bar{y}_{n+1}(x) \text{ for } x \geq \bar{y} \text{ satisfies the following from (9),}\]

\[F(x-\bar{y}_n) = \frac{k}{-C'_n(\bar{y}_n)-h+k} \geq \frac{k}{-C'_n(\bar{y}_n)-h+k} \quad \text{by } C'_n(\bar{y}_n) \leq C'_{n-1}(\bar{y}_n) \leq \rho,\]

also \(\bar{y}_{n+1}(x)\) satisfies

\[F(x-\bar{y}_{n+1}) = \frac{k}{-C'_n(\bar{y}_{n+1})-h+k}.\]

Which lead to \(\bar{y}_n(x) \leq \bar{y}_{n+1}(x) \text{ for } x \geq \bar{y}\). Now from (15)

\[C'_{n+1}(x) = -c \leq C'_n(x) \text{ for } x < \bar{z}_{n+1}. \quad \text{If } x \geq \bar{z}_{n+1}, \quad C'_n(x) = -\rho(1-F(x)) + \int_{x-\bar{y}_n}^x (h-k+C'_{n-1}(x-t))f(t) \, dt \]

\[\geq -\rho(1-F(x)) + \int_{x-\bar{y}_{n+1}}^x (h-k+C'_{n-1}(x-t))f(t) \, dt \]

by the nonpositive integrand,

\[\geq -\rho(1-F(x)) + \int_{x-\bar{y}_{n+1}}^x (h-k+C'_{n-1}(x-t))f(t) \, dt = C'_{n+1}(x).\]

Q.E.D.
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4. Special case & Stationary analysis

In this section we examine the stationary policies of our inventory problem with two special cases. First we obtain the nonperishable case by putting $z=y$ in (4),(5).

\[
C_n^0(x) = \min_{y \geq x} \left[ c(y-x) + \int_{0}^{\infty} p(t-y)^+ dF(t) + \int_{0}^{\infty} k(t, y) dF(t) + \int_{0}^{\infty} h(y-t)^+ dF(t) + \int_{0}^{\infty} C_{n-1}^\infty ((y-t)^+) dF(t) \right]
\]

On the other hand, we also obtain the one-period perishable case by putting $y=x=0$ in (4),(5).

\[
C_n^1(0) = \min_{z \geq 0} \left[ cz + \int_{0}^{\infty} p(t-z)^+ dF(t) + C_{n-1}^1(0) \right]
\]

Now, the optimal policy for our $n$-period problem (4),(5) is determined by the critical numbers $<z-y, z>$ when the initial level is less than $z_n$.

Then we consider the stationary distribution of the random variable $X_n$ that denotes the initial level before the decision is made at the period $n$, where the policy is determined by the critical numbers $<y, z>$. We see that the stationary distribution function of $X_n$ is $H_{y, z}(\cdot)$ given by the lemma. This will be derived with the same argument given by the section 3 (Stationary Analysis) in Iglehart [3]. Then the average cost $A(y, z)$ with respect to the stationary distribution is

\[
A(y, z) = cz + \int_{0}^{\infty} p(t-z)^+ dF(t) + \int_{0}^{\infty} k t dK_{y, z}(t) + \int_{0}^{\infty} (h-c) t dH_{y, z}(t).
\]

Hence we obtain that the minimum value of $<y, z>$, call it $<\bar{y}, \bar{z}>$, is $<\bar{x}-\bar{y}, \bar{z}>$ by referring the proof of the theorem 1. Also we obtain the minimum stationary policies $\bar{y}, \bar{z}$ for the special case (16),(17), respectively, then $\bar{y} = \bar{z}, \bar{z}_1 = \bar{z}_1$. Note that the same amount $\bar{z}$ is ordered on both problems, our problem (4),(5) and the nonperishable one (16), in the stationary case. And that the same amount $\bar{z}_1$ is ordered on both problems, our one-period case of (4),(5) and the one-period perishable problem (17).
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