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Abstract In this paper we deal with a one machine scheduling problem to minimize the mean weighted flow-time subject to the constraint that the job tardiness is not greater than a specified value. An algorithm to obtain a pairwise local optimum schedule for this problem has been presented by Smith [4]. We give a necessary condition under which a pairwise local optimum schedule should not coincide with the global optimum one, and give an improved schedule for this case. On the basis of the analysis, an efficient algorithm is developed to obtain global optimum schedules for more cases than Smith's algorithm. Computational experiment is performed to show the quality of the solution, the computational time, and core memory size required for the algorithm in comparison with the previous three algorithms: Smith's, Burns', and DP.

1. Introduction

This paper deals with a one machine scheduling problem to minimize the mean weighted flow-time subject to the constraint that the job tardiness is not greater than a specified value $T^*$ where all the jobs are available on time zero. The majority of papers about scheduling seem to have devoted for an optimal schedule under a single performance measure selected from various kinds. In many practical situations, however, managements reasonably conceive a desire to improve another performance measure after obtaining an aspiration level of the main measure. These problems are so called dual criteria scheduling problems.

The problem treated in this paper was first considered by Smith [4] in the case that $T^*$ equals 0. He presented an algorithm to obtain a solution in which all adjacent pairs of jobs were scheduled optimally. This schedule shall be said a pairwise local optimum schedule. Heck & Roberts [3] extend Smith's results to the case that $T^*$ equals the maximum job tardiness sequenced by EDD rule which can minimize the maximum job tardiness.

They considered that their algorithms could produce the global optimum
schedule for any problem. Emmons [2] and Burns [1], later, gave counter examples independently for which Smith's algorithm could not produce the global optimum schedule. Unfortunately, neither Emmons has performed the further investigation on the data structure of the counter examples, nor has Burns.

This paper presents the necessary condition under which the pairwise local optimum schedule can not coincide with the global optimum. On the basis of the analysis, an efficient algorithm is developed to obtain an improved schedule induced from the pairwise local optimum schedule. The efficiency of the proposed algorithm is tested by the numerical experiment in connection with the following three points: the quality of the solution, the computational times, and the core memory size needed.

2. Problem Formulation

The notation throughout this study is mainly defined as follows:

- $\bar{F}_w$: mean weighted flow-time
- $n$: the number of jobs to be processed
- $J_i$: the $i$th job in an arbitrary sequence
- $w_i$: the weight (importance) of $J_i$
- $F_i$: flow-time of $J_i$
- $F_i(S)$: flow-time of $J_i$ under schedule $S$
- $p_i$: processing time of $J_i$
- $d_i$: due-date of $J_i$
- $T^*$: the limit of job tardiness ($T^* \geq \min_S T_{\max}(S)$)
- $T_{\max}(S)$: maximum job tardiness under schedule $S$

Using this notation, we can formulate the scheduling problem considered as:

Problem 1.

$$\min \quad \bar{F}_w = \frac{1}{n} \sum_{i=1}^{n} w_i F_i$$

subject to

$$\sum_{j=1}^{i} p_j - d_i \leq T^*, \quad i = 1, 2, \ldots, n,$$

where $T^* \geq \min_S T_{\max}(S)$ = maximum tardiness by EDD rule.

Substitution of $d_i' = d_i + T^*$ for $d_i$ makes it possible to reduce the Problem 1 to

Problem 2.

$$(2.1) \quad \min \quad \bar{F}_w = \frac{1}{n} \sum_{i=1}^{n} w_i F_i$$
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(2.2) \[ \sum_{j=1}^{i} p_j - d_j = 0, \quad i = 1, 2, \ldots, n, \]

where \( d_j' \) is rewritten by \( d_j \) again. Consequently it is sufficient to consider only the Problem 2 (which is equivalent to Smith's problem) for the representative of the more general Problem 1.

3. Pairwise Local Optimum Schedule

Two schedules \( S \) and \( S' \) are called to be pairwise adjacent if one can be formed from the other by a single interchange of pairwise adjacent jobs referring to Fig. 1. A schedule is feasible if and only if it satisfies (2.2).

![Fig. 1 Pairwise Adjacent Schedule.](image)

Definition 1. A schedule is a pairwise local optimum for (2.1) subject to (2.2) if its \( F_w \) is less than or equal to the mean weighted flow-time of all feasible pairwise adjacent schedules of the schedule.

Definition 2. A schedule is a global optimum for (2.1) subject to (2.2) if its \( F_w \) is less than or equal to the mean weighted flow-time of all feasible schedules.

The pairwise local optimum schedule can be efficiently produced by the following algorithm presented by Smith:

Algorithm 1 (Smith).

[Step 1] Place job \( J_k \) last of \( n \) jobs where

\[
\frac{p_k}{w_k} = \max_{i \in G} \frac{p_i}{w_i}, \quad G = \{ J | \sum_{j=1}^{i} p_j - d_j \leq 0 \}.
\]

[Step 2] Eliminate \( J_k \) from \( n \) jobs and reduce \( n \) by 1. Return to Step 1 until all jobs have been scheduled by this method.
Smith [4] considered that this algorithm could produce a global optimum schedule for any problem. Emmons [2] and Burns [1], later, showed that Algorithm 1 was not a global optimum solution technique. We shall present the following theorem to give a sufficient condition under which the pairwise local optimum coincides with the global optimum.

Theorem 1. A pairwise local optimum schedule \( S_n \) composed of \( n \) jobs is to be a global optimum, if

\[
F_{i+1} \leq \bar{d}_i, \quad \text{for all } i = 1, 2, \ldots, n-1.
\]

Proof: If inequalities (3.2) are satisfied, \((i, i+1) \in G\) holds at each completion time \( F_{i+1} (i = 1, 2, \ldots, n-1) \) in schedule \( S_n \). Therefore, we have, from eq. (3.1)

\[
P_i/w_i \leq P_{i+1}/w_{i+1}, \quad \text{for all } i = 1, 2, \ldots, n-1.
\]

The literature [4] shows that the schedule which satisfies ineq. (3.3) yields the least of the mean weighted flow-times among all feasible schedules. Hence \( S_n \) inevitably becomes a global optimum if it satisfies ineq. (3.2).

(Q.E.D.)

From Theorem 1, we can see that if a local optimum is different from a global optimum, at least one job \( J_i \) should not satisfy ineq. (3.2). In this case the due-date \( d_i \) must exist in the region:

\[
F_i \leq d_i < F_{i+1}.
\]

Therefore, we can lead the following theorem which gives the necessary condition under which a pairwise local optimum schedule should not coincide with a global optimum, and gives an improved schedule for this case.

Theorem 2. If

\[
P_i \leq \bar{d}_i < P_{i+1}
\]

holds for at least one job \( J_i \), \( i = 1, 2, \ldots, n-1 \), in a pairwise local optimum schedule, we may construct an improved schedule \( S_n^+ \) such that:

\[
\overline{F}_w (S_n^+) < \overline{F}_w (S_n),
\]

and

\[
\tau_{\text{max}} (S_n^+) = 0.
\]

Where schedule \( S_n^+ \) can be formed by the following two steps: removing the last job of \( S_n \) to the first position and sequencing the remaining jobs with Algorithm 1.
Proof: Suppose that ineq. (3.2) holds for all the jobs except for only one job $J_e$ with which ineq. (3.5) is satisfied. Under this condition schedules $S_n$, $S_n'$, and $S_n^+$ are illustrated in Fig. 2, where schedule $S_n'$ can be formed from $S_n$ by the two steps: removing the last job $J_n$ to the first position and postponing the remaining jobs by $p_n$.

The difference between the total weighted flow-time of $S_n$ and $S_n^+$ is given by:

\[
\sum_{i=1}^{n} w_i F_i(S_n) - \sum_{i=1}^{n} w_i F_i(S_n^+) = \left( \sum_{i=1}^{e} (p_{i} + p_{i+1} + \cdots + p_{e-1} + p_{e}) \right) - \left( w_1 + w_2 + \cdots + w_{e-1} + w_e \right) p_n + \left( w_{e+1} + \cdots + w_{n-1} \right) p_n - X_w.
\]

Where $X_w$ is defined by:

\[
X_w = \sum_{i=1}^{n-1} w_i F_i(S_{n-1}) - \sum_{i=1}^{n-1} w_i F_i(S_{n-1}^+) \geq 0.
\]

From the assumption that ineq. (3.2) is satisfied by all the jobs except $J_e$, we have

\[
p_i / w_i \leq p_{i+1} / w_{i+1}, \quad \text{for } i = 1, 2, \cdots, e-1, e+1, \cdots, n-1.
\]

So that the second brace of eq. (3.8) should be less than or equal to zero. Nevertheless the first brace may take a positive or negative value.

\[\text{Fig. 2 Schedules } S_n, S_n', \text{ and } S_n^+.\]
Hence there may exist the case:

\begin{equation}
\omega_n \left( p_1 + p_2 + \cdots + p_{\epsilon-1} + p_{\epsilon} \right) - \left( \omega_1 + \omega_2 + \cdots + \omega_{\epsilon-1} + \omega_{\epsilon} \right) p_n > \left( \omega_{\epsilon+1} + \cdots + \omega_{n-1} \right) p_n - \omega_n \left( p_{\epsilon+1} + \cdots + p_{n-1} \right) + X_\omega \geq 0.
\end{equation}

In this case we have

\begin{equation}
\sum_{i=1}^{n} \omega_i F_i(S_n) - \sum_{i=1}^{n} \omega_i F_i(S_n) > 0,
\end{equation}

which is equivalent to ineq. (3.6).

In the case there exists more than one job which satisfies ineq. (3.5), the discussion above can be legitimated by considering \( J_\epsilon \) as the last of the jobs which satisfy ineq. (3.5).

If

\begin{equation}
\max_{J_i \in S_{n-1}} L_i(EDD) \leq -p_n,
\end{equation}

we have

\[ T_{\max}(S_n) = 0. \]

Where \( L_i(EDD) \) is the lateness of \( J_i \) scheduled by EDD rule, and here \( L_i(EDD) \) takes non-positive value for any \( J_i \) because the lateness of any \( J_i \) in schedule \( S_{n-1} \) is also non-positive. So that there can exist the case (3.11).

The above argument shows that there may exist \( S_n^+ \) which satisfies ineq. (3.6) and eq. (3.7), if (3.5) holds for at least one job belonging to \( S_n^+ \).

( Q. E. D.)

4. Development of the Algorithm

On the basis of the Theorem 2, we can propose an algorithm (Algorithm 2) for improving the pairwise local optimum schedule when it does not coincide with the global optimum schedule. The algorithm (described in detail later) is constructed so as to search a partial schedule \( S_\kappa^+ \) which contains at least one job satisfying ineq.(3.5), and to produce the improved schedule \( S_\kappa^+ \). For the preparation we shall define the terminology used in the algorithm (referring to Fig. 3).
4.1. Terminology

\( J_e \) : pivot job such that \( J_e \in \{ J_i \mid F_i < \hat{d}_i < F_{i+1} \} \)

\( Z \) : a part of a pairwise local optimum schedule which contains at least one pivot job and at least two due-dates which are greater than the completion time of \( Z \)

\( J_\lambda \) : the first job of \( Z \)

\( J_\zeta \) : the last job of \( Z \)

\( Z' \) : a partial schedule formed by the two steps: removing the last job \( J_\zeta \) to the first place of \( Z \) and postponing the other jobs by time \( p_\zeta \)

\( Z^+ \) : a partial schedule formed by the two steps: removing the last job \( J_\zeta \) to the first place of \( Z \) and rearranging the other jobs by Algorithm 1

\( \Delta_1 \) : the difference of mean weighted flow-time between \( Z' \) and \( Z \),

\[ \Delta_1 = \bar{F}_w(Z') - \bar{F}_w(Z) \]

\( \Delta \) : the difference of mean weighted flow-time between \( Z^+ \) and \( Z \),

\[ \Delta = \bar{F}_w(Z^+) - \bar{F}_w(Z) \]

\( J_\& \) : the starting job for searching \( J_e \)

Expansion of \( Z \) : the operation of adding \( J_{\lambda-1} \) such that

\[ p_{\lambda-1} \omega_{\lambda-1} > p_\zeta \omega_\zeta \]

to the partial schedule \( Z \) and renewing the first job \( J_\lambda \) by \( J_{\lambda-1} \)

Adjacent pairwise interchange method : the method of improving the performance measure by interchanging an adjacent pair of jobs in the schedule

4.2. Algorithm 2

[Step 0] Produce a pairwise local optimum schedule by Algorithm 1. Set \( J_\& = J_1 \), and proceed.

[Step 1] Find the first pivot job \( J_e \) between \( J_\& \) and \( J_{n-1} \). Set \( J_\zeta = J_{e+1} \)
then go to Step 2. If no pivot job \( J_e \) exists, terminate the algorithm. The
present schedule is the solution.

[Step 2] Detect the smallest partial schedule $Z$, and expand $Z$ as possible.
Go to Step 3. In case no $Z$ exists, go to Step 7.

[Step 3] Calculate $\Delta I$ for the partial schedule $Z$. If $\Delta I \geq 0$, go to Step 6. Otherwise go to Step 4.

[Step 4] Produce the partial schedule $Z^+$, and calculate $\Delta$. If $\Delta < 0$, adopt $Z^+$ then go to Step 5. If $\Delta \geq 0$ or if it is impossible to produce $Z^+$, adopt the partial schedule $Z$. Then go to Step 6.

[Step 5] Remove the first job in $Z^+$ to the later position as possible by adjacent pairwise interchange method. Let $J_i = $ the first job of the finally obtained schedule $(Z^+)$ in this step, and return to Step 1.

[Step 6] Renew the first job $J_{i-1}$ by the direct predecessor of $J_i$. Then detect new $Z$ and return to Step 3. If no new $J_{i-1}$ exists, go to Step 7.

[Step 7] Renew the last job $J_{i-1}$ by the direct successor of $J_i$, then return to Step 2. If there exists no new $J_{i-1}$, set $J_i = J_{i-1}$ and return to Step 1.

4.3. Numerical example

We illustrate the application of the proposed algorithm on a 5-job problem of which data are provided in Table 1.

[Step 0] Algorithm 1 (Smith) yields the schedule $J_5 - J_4 - J_2 - J_3$ in which $\bar{F}_w = 707.8$ as illustrated in Fig. 4.

[Step 1] $J_5 = J_1$, $J_4 = J_2$, then go to Step 2.

[Step 2] $Z = J_5 - J_4 - J_2$. Go to Step 3.

[Step 3] $Z' = J_4 - J_5 - J_2$, and $\Delta l = 1202 - 1408 = -206 < 0$. Hence go to Step 4.

[Step 4] $\Delta = 1305 - 1408 = -103 < 0$, since $Z^+ = J_4 - J_5 - J_6$. Therefore, adopt $Z^+$ and go to Step 5.

[Step 5] $Z^{+'} = J_4 - J_5 - J_6$. Then set $J_i = J_4$ and return to Step 1.

![Fig. 4 Pairwise Local Optimum Schedule.](image)
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Fig. 5 Improved Schedule (Global Optimum).

[Step 1] \( J_\varepsilon = J_1 \) and \( J_\zeta = J_5 \). Proceed to Step 2.

[Step 2] \( \Delta \geq 0 \) for any partial schedule \( Z \). Then \( J_\delta = J_2 \), and return to Step 1.

[Step 7]

[Step 1] \( J_\varepsilon = J_2, J_\zeta = J_3 \), then go to Step 2.

[Step 2] \( \Delta \geq 0 \) for any partial schedule \( Z \). Then \( J_\delta = J_3 \), and return to Step 1.

[Step 7]

[Step 1] There exists no pivot job \( J_\varepsilon \), so that terminate the algorithm.

We obtain \( J_4^* - J_1^* - J_5^* - J_2^* - J_3^* \) in which \( F_\omega = 687.2 \) as shown in Fig. 5. This schedule is the global optimum schedule.

5. Computational Experience

In order to verify the efficiency of the proposed Algorithm (Algorithm 2), we prepare various kinds of example problems produced by the following procedure. The job numbers of example problems are set to be 8, 10, 12, and 15. The due-dates are assigned from the uniform distribution of which mean and range are provided by, respectively:

\[
\mu_d = n \left( 1 - Q \right) \mu_p,
\]

and

\[
b - \alpha = R n \mu_p.
\]

Where

\( Q \): the coefficient of the tightness of due-dates \( (Q \leq 1) \),

\( R \): the coefficient of the range of due-dates \( (R \geq 0) \),

\( \mu_d \): the mean of due-dates,

\( n \): the number of jobs to be processed,

\( \mu_p \): the mean of processing times,
Due-dates become more tightly as \( Q \) closes to 1, and the variation of due-dates becomes larger as \( R \) increases. For the investigation of the effect of both the tightness and the variation of due-dates, we make four types of due-dates shown in Table 2. The weights are assigned from two kinds of uniform distributions of which ranges are from 1 to 10, and 1 to 40. The processing times for each problem are assigned from the common uniform distribution between 1 and 99. Ten different problems are randomly created for each combination of the three factors: the type of due-dates, the number of jobs, and the range of weights. The total number of combinations amounts 32.

These example problems (totally 320 problems) were solved through the three algorithms: Algorithm 1 (Smith), Burns' Algorithm, and Algorithm 2 (proposed), respectively. The numbers of problems of which solutions do not coin-

<table>
<thead>
<tr>
<th>Tightness of Due-Dates</th>
<th>Range of Due-Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1 Slack ( (Q=0.3) )</td>
<td>Large ( (R=0.8) )</td>
</tr>
<tr>
<td>Type 2 Slack ( (Q=0.3) )</td>
<td>Small ( (R=0.2) )</td>
</tr>
<tr>
<td>Type 3 Tight ( (Q=0.6) )</td>
<td>Large ( (R=0.8) )</td>
</tr>
<tr>
<td>Type 4 Tight ( (Q=0.6) )</td>
<td>Small ( (R=0.2) )</td>
</tr>
</tbody>
</table>

Table 3 The Number of Unoptimal Solutions through Algorithm 1 (Smith).

<table>
<thead>
<tr>
<th>Range of Weights</th>
<th>Number of Jobs</th>
<th>Number of Problems</th>
<th>Types of Due-Dates</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>8</td>
<td>40</td>
<td>1 2 3 4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>40</td>
<td>2 0 1 0</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>40</td>
<td>0 1 4 1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>40</td>
<td>4 0 3 0</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>160</td>
<td>6 2 9 2</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>1-40</td>
<td>8</td>
<td>40</td>
<td>2 1 2 0</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>40</td>
<td>2 1 2 1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>40</td>
<td>0 0 1 0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>40</td>
<td>2 0 2 3</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>160</td>
<td>6 2 7 4</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>
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cide with the optimal ones are shown in Table 3, 4, and 5, in turn. The optimal schedules were obtained through DP.

Algorithm 1 can not produce the optimal schedule for 11.9% of the problems under the both ranges of weights. Burns' Algorithm can improve these percentages to 5% and 7.5%, respectively. The Algorithm 2 fails to obtain optima for only 1 and 2 example problems under each range of weights, respectively.

Table 4 The Number of Unoptimal Solutions through Burns' Algorithm.

<table>
<thead>
<tr>
<th>Range of Weights</th>
<th>Number of Jobs</th>
<th>Number of Problems</th>
<th>Types of Due-Dates</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>8</td>
<td>40</td>
<td>1 0 0 0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>40</td>
<td>0 0 1 0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>40</td>
<td>0 0 2 0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>40</td>
<td>3 0 1 0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>160</td>
<td>4 0 4 0</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range of Weights</th>
<th>Number of Jobs</th>
<th>Number of Problems</th>
<th>Types of Due-Dates</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-40</td>
<td>8</td>
<td>40</td>
<td>1 1 0 0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>40</td>
<td>2 1 2 0</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>40</td>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>40</td>
<td>1 0 2 2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>160</td>
<td>4 2 4 2</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5 The Number of Unoptimal Solutions through Algorithm 2 (Proposed).

<table>
<thead>
<tr>
<th>Range of Weights</th>
<th>Number of Jobs</th>
<th>Number of Problems</th>
<th>Types of Due-Dates</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>8</td>
<td>40</td>
<td>1 0 0 0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>40</td>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>40</td>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>40</td>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>160</td>
<td>1 0 0 0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range of Weights</th>
<th>Number of Jobs</th>
<th>Number of Problems</th>
<th>Types of Due-Dates</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-40</td>
<td>8</td>
<td>40</td>
<td>1 0 0 0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>40</td>
<td>0 1 0 0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>40</td>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>40</td>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>160</td>
<td>1 1 0 0</td>
<td>2</td>
</tr>
</tbody>
</table>

Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
The number of unoptimal solutions through Algorithm 1 under $R = 0.2$ (Type 2 and 4) is less than under $R = 0.8$ (Type 1 and 3). This effect is caused by the reason that the condition of Theorem 1 can be more easily satisfied under the smaller variation of due-dates. Such is the case by Burns' too. These facts show us that the efficiency of these two algorithms under the larger variation of due-dates will be less than under the smaller variation. On the contrary, the number of unoptimal solutions through Algorithm 2 seems to be independent of the characteristics of the problems tested.

Algorithm 1 and Burns' can produce the optimal solution for none of the three example problems for which Algorithm 2 generates unoptima. Algorithm 1 can produce the optimum for only one problem for which Burns' can not produce the optimum. The mean weighted flow-times of the unoptimal solutions through Algorithm 1, Burns', and Algorithm 2 are greater than the optimal solutions by 1.8 percent, 1.6 percent, and 0.5 percent, on an average, respectively.

Time complexity of the each algorithm can be considered as follows. The structure of Algorithm 1 shows us easily that the solution time of it should be proportional to the number of jobs. The order of the solution time by Burns' is:

\[
\sum_{i=1}^{n} i(n+1-i) = o(n^3).
\]
The worst case of the time complexity of Algorithm 2 is:

\[ \sum_{i=1}^{n-2} i(n-1-i)\delta(i) < o(n^3). \]

(5.4)

Where \( \delta(i) \) is a function defined by:

\[ \delta(i) = 1 \quad J_c \in \{J_e\}, \]

\[ \delta(i) = 0 \quad J_c \not\in \{J_e\}, \]

(5.5)

and \( i(n-1-i) \) is the time of maximum possible calculations for detecting \( Z \) when \( J_c \) exists in \( i \)th position in the schedule.

The time complexity of Algorithm 2 depends upon the number of jobs belonging to the set \( \{J_e\} \). In order to verify the actual solution time for these three algorithms together with DP, the mean solution times required to solve the example problems by ACOS-77 system 600 are shown in Fig. 6. The actual solution time of Algorithm 2 for these randomly generated problems is much less than the worst case of eq. (5.4). The advantage of Algorithm 2 to Burns’ becomes larger as the number of jobs increases. DP increases the solution time exponentially, as a result the mean time for 12- and 15-job problems are 2.25 sec and 22.5 sec, in turn.

6. Conclusions

Computational experience shows that the proposed Algorithm 2 fails to obtain the global optimum for only the three among totally three hundred and twenty example problems. Example problems are provided with different types of due-dates, different job numbers, and different ranges of weights. The unoptimal schedules through Algorithm 2 are one twelfth of those through Algorithm 1 (Smith) and one seventh of those through Burns’.

The solution time of Algorithm 2 hardly increases as the number of jobs increases. This behaviour is similar to Algorithm 1. The advantage of Algorithm 2 to Burns’ in solution time becomes larger as the job number increases. The memory size needed by Algorithm 2 is \( o(n) \). For example, 1000-job problem can be solved with 24K core memory. On the contrary the solution time of DP algorithm grows exponentially and DP has a severe restriction on the memory size. For instance 80K is required to solve 15-job problem.

These results show that Algorithm 2 can be regarded as a more practical solution technique than the previous algorithms in connection with the three factors: the quality of the solution, the computational time, and the core memory storage needed.
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