EMPIRICAL REGRESSION QUANTILE

Toshiyuki Sueyoshi
Ohio State University

(Received April 2, 1990; Revised December 3, 1990)

Abstract This study proposes a new use of goal programming for empirically estimating a regression quantile hyperplane. The approach can yield regression quantile estimates that are less sensitive to not only non-Gaussian error distributions but also a small sample size than conventional regression quantile methods. The performance of regression quantile estimates is compared with least absolute value estimates in a simulation study.

1. Introduction

An underlying assumption on the use of least squares (LS) method is that errors distribute normally with a common variance. The assumption seems to be a compound of truth, assumption and convenience in use. It is already well known that the normal error distribution is useful over a wide variety of research areas (e.g., gambling, physics and biology). However, it is also widely accepted that even a few outliers occurring with low probability can cause a serious departure from normality. In addition, the same variance is not maintained by all independent variables.

In the last twenty years we have witnessed an increasing interest in robust estimation among researchers who have recognized that the distribution of a real data set is different from the normal and has often longer tails than the normal in most cases. [See, for instance, Hogg [13] and Huber [14] for their descriptions regarding robust estimation.]

In many cases these researchers are really interested in estimates of various quantiles (percentiles) than LS estimates because the former estimates can reduce the influence of outliers. Thus, quantile estimates can be replaced for the use of the LS method in regression analysis when a data set is contaminated by outliers. [See, for instance, Amemiya [1] and [13] for their detailed discussions concerning robustness of quantile estimates.]

In order to specify the research purpose more clearly, this article starts with fitting a linear regression hyperplane that is mathematically defined as

\[ y_i = X_i \beta + \epsilon_i, \quad i = 1, \ldots, n, \]

where \( y_i \) is the \( i \)th observed dependent variable, \( \beta = (\beta_1, \beta_2, \ldots, \beta_m)^T \) is a column vector indicating parameter coefficients to be measured, \( X_i = (x_{i1}, x_{i2}, \ldots, x_{im}) \) is the \( i \)th row vector of an observed design matrix and \( \epsilon_i \) is an error associated with the \( i \)th observation.

Usually, \( \epsilon_i \) is assumed to be normally distributed with a common variance. In order to drop the assumption regarding the error distribution, this study will develop an algorithmic framework that produces a linear regression hyperplane on the \((100p)\)th percentile of the \( y \) distribution. That is, this study attempts to find parameter estimates \( \hat{\beta} = (\hat{\beta}_1, \hat{\beta}_2, \ldots, \hat{\beta}_m) \) that can satisfy

\[ N(\hat{\beta})/n = p \quad (1) \]
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where $N(\hat{\beta})$ indicates the number of observations $i$ such that $y_i < X_i\hat{\beta}$.

In the history of statistics, Koenker and Bassett [4, 15] have first proposed a linear programming (LP) method referred to as “regression quantile” that can measure parameter estimates of the regression quantile hyperplane. They also investigated conditions for a unique solution of the regression quantile and established asymptotical theory concerning the variance-covariance matrix of quantile estimates.

Clearly, the most important quantile value is $p = 50\%$, where fifty percent sample observations on $y$ are above and the remaining fifty percent are below the regression quantile hyperplane. Koenker and Bassett termed specially the regression quantile with $p = 50\%$ as “regression median.” The regression median is also often referred to as “least absolute value (LAV) estimation” because it minimizes the sum of absolute value errors. [Hogg [13] has also proposed another method for estimating percentile regression.]

A drawback of the regression quantile proposed by Koenker and Bassett [4, 15] is that quantile estimates satisfy (1) asymptotically (i.e., a large sample size) and approximately satisfy (1) when a data set has a small sample size. The estimation property due to the small sample can be explained by the fact that any LP solution exists on an extreme point (s). Since the extreme point can be determined by the combination of sample observations, the regression quantile always needs several data points on its regression hyperplane. For instance, when a linear regression model with three parameters is fitted to a data set, at least three sample observations are often required to be on the regression quantile hyperplane. That is the rationale as to why (1) cannot be maintained by the regression quantile when a sample size is small.

This study will present an empirical use of regression quantile that can yield a linear regression hyperplane exactly on the $(100p)$th percentile of the $y$ distribution. Here, the term “empirical” is used because the regression quantile proposed in this study can be applicable to any real data set, maintaining the condition of (1). The approach does not require the assumptions on normality and/or a large sample size. This study admits that there are several alternatives (e.g. [5] and [13]) to produce the regression quantile estimates. However, the approach of this study is computationally efficient and contains less assumptions than these conventional methods. [It is hoped that the new method will be one small step in the study of robust estimation.]

The remainder of this article is organized as follows. Section 2 presents the mathematical notation of regression quantile and extend it to the LP formulation originally proposed in [15]. Section 3 describes an empirical use of LP for measuring exactly the regression quantile estimates. Section 4 documents the new result of a Monte Carlo simulation study in which the performance of the approach is compared with the original regression quantile. Conclusion and future extensions are summarized in Section 5.

2. Regression Quantile

Koenker and Bassett [15] formally defined the $p$th regression quantile as any solution to the following minimization problem:

$$\min_{\beta} \sum_{i \in \{y_i \geq X_i\hat{\beta}\}} p|y_i - X_i\hat{\beta}| + \sum_{i \in \{y_i < X_i\hat{\beta}\}} (1 - p)|y_i - X_i\hat{\beta}|. \quad (2)$$

By the result of Charnes et al. [9], (2) can be transformed into the following goal programming (GP) problem:

$$\min \sum_{i=1}^{n} [p\delta_i^+ + (1 - p)\delta_i^-]$$
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subject to \( X_i \beta + \delta_i^+ - \delta_i^- = y_i, \quad i = 1, \ldots, n \),

\[
\delta_i^+ \geq 0 \quad \text{and} \quad \delta_i^- \geq 0, \quad i = 1, \ldots, n.
\] (3)

Here, \( \delta_i^+ \) and \( \delta_i^- \) are positive and negative deviations related to the \( i \)th observation, respectively.

[See Charnes and Cooper [6, 7] for a detailed discussion on the nonlinear condition \( \delta_i^+ \cdot \delta_i^- = 0, i = 1, \ldots, n \).]

### 2.1 Property of Dual Variables

The dual form of (3) becomes

\[
\begin{align*}
& \text{maximize } \sum_{i=1}^{n} w_i y_i \\
& \text{subject to } \sum_{i=1}^{n} w_i x_{ij} = 0, \quad j = 1, \ldots, m, \\
& \quad - (1 - p) \leq w_i \leq p, \quad i = 1, \ldots, n.
\end{align*}
\] (4)

where \( w_i \) indicates the \( i \)th dual variable and \( x_{ij} \) is the \( j \)th component of the \( i \)th row vector \( X_i = (x_{i1}, \ldots, x_{ij}, \ldots, x_{im}) \).

An important property of the dual variable is that it indicates the locational relationship between sample observations and the \( p \)th regression quantile hyperplane estimated by (3). That is, if \( w_i = -(1 - p), -(1 - p) < w_i < p \), and \( w_i = p \); then the corresponding \( i \)th observation is located below, on and above the regression hyperplane, respectively. The property follows from the theory of complementary slackness condition of linear programming. [See Sueyoshi and Chang [16] for their detailed discussion on the property of dual variables derived from (4) with \( p = 50\% \) (i.e., LAV estimation).]

### 2.2 Degeneracy and Multiple Optimal Solutions

A common assumption concerning the \( p \)th regression quantile is that the problem of degeneracy does not occur at an optimal solution of (3). Hence, (3) can avoid multiple optimal solutions with a same objective value. The degeneracy occurs when optimal \( \delta_i^+ \) or \( \delta_i^- \) for some \( i \) becomes a basic variable and equals zero in primal form (3). Meanwhile, in dual form (4), a degenerated extreme point is a sample observation with \( w_i = p \) or \( w_i = -(1 - p) \) and is on the \( p \)th regression quantile hyperplane. As described before, when one measures \( m \) unknown parameters of a linear regression model, at least \( m \) sample observations are required to consist of a regression hyperplane. If more than \( m \) sample observations are on the regression hyperplane, the degeneracy often occurs. In order to deal with the occurrence of degeneracy, when it happens, one needs to develop an algorithmic scheme which can select the location of a regression quantile hyperplane in a sample space more flexibly than (3). That is, the regression hyperplane can be determined on not only an extreme point but also other points in the sample space.

### 3. Empirical Regression Quantile

As first presented in [5], a difficulty of (3) is that it yields a regression quantile hyperplane approximately on the \((100p)\)th percentile of the \( y \) distribution. That is, although one expects that there are exactly \( np \) sample observations below and \( n(1 - p) \) observations above the \( p \)th
Empirical Regression Quantile

253

regression quantile hyperplane, (3) frequently yields a result that differs from the expectation, particularly when a data set has a small sample size. For instance, (3) with \( p = 50\% \) fitted to a data set with 50 sample observations produces an estimation result in which 26, 5 and 19 data points are above, on and below the 50\%th regression quantile hyperplane. The regression quantile is approximately acceptable. The estimation problem often occurs to any regression models with or without a parameter representing a constant. [Hereafter, this study uses \( \beta_0 \) to express the constant parameter.]

This study proposes a two-stage approach to estimate exactly the \( p \)th regression quantile. Hereafter, this article refers to problem (3) proposed by Koenker and Bassett [15] as “original regression quantile” while referring the estimation method proposed in this study as “empirical regression quantile (ERQ).” The first stage of ERQ starts with the original regression quantile (3). Using dual variables produced by (3), a data set is classified into two groups of sample observations (i.e., observations above and below the \( p \)th regression hyperplane). The second stage consists of two GP models that determine the location of the \( p \)th regression quantile hyperplane between the dichotomously classified sample observations.

3.1 Classification of Sample Observations

In order to describe the use of dual variables for dichotomizing sample observations, ERQ returns to the optimal objective value of (3) and (4) that can be expressed by

\[
z^* = \sum_{i=1}^{n} [p\delta_i^+ + (1 - p)\delta_i^-] = \sum_{i=1}^{n} w_i y_i.
\]

where the symbol “\(*\)” indicates optimality. The derivative of (5) yields

\[
w_i = \frac{\partial z^*}{\partial y_i}.
\]

The optimal dual variable \( w_i \) thus indicates the rate of change of the objective value \( z^* \) with one unit increase in \( y_i \). Assuming that \( w = (w_1, w_2, \ldots, w_n) \) is a unique, nondegenerate solution to (4), the interpretation on the rate of change of \( z^* \) can be classified as follows:

(a) if \( 0 \leq w_i \leq p \), then each unit increase (decrease) in \( y_i \) produces \( w_i \) increment (decrement) in \( z^* \), and

(b) if \( -(1 - p) \leq w_i < 0 \), then each unit increase (decrease) in \( y_i \) yields \( w_i \) decrement (increment) in \( z^* \).

Thus, the optimal \( w_i \) is associated with the change of \( \delta_i^+ \) or \( \delta_i^- \). Therefore, the examination on the dual variable can provide information on the optimal sum of a new regression hyperplane that can be determined by slightly changing the previously optimal \( p \)th regression quantile hyperplane. [The dual variable associated with each observation is not available in the statistical test based on LS regression. The approach proposed in this study is similar to the sensitivity analysis of linear programming in spirit.]

Now, to express the data classification in a formal manner, this article uses a new symbol \( k(k = 1, \ldots, n) \) that indicates the descending order of the dual variables, i.e.,

\[
w_1 \geq w_2 \geq \cdots \geq w_k \geq \cdots \geq w_n.
\]

Note that the symbol “\( i \)” denotes an observed order of sample observations while the “\( k \)” indicates the descending order of the dual variables of (4).

Following the order of (7), sample observations are classified into the two groups as follows:
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\[ G_A = \{ i \mid \text{the } i\text{th observation has } w_i \text{ that belongs to the top } (1-p)\text{th percentile in (7)} \} \]

\[ G_B = \{ i \mid \text{the } i\text{th observation has } w_i \text{ that belongs to the bottom } p\text{th percentile in (7)} \} \]

The sample size of \( G_A \) is \( n(1-p) \) while that of \( G_B \) is \( np \). It is important to note that for some cases the approach cannot clearly separate a data set into \( G_A \) and \( G_B \). In this case, one needs to round off fractions to an integral value. For instance, the combination between \( n = 26 \) and \( p = .3 \) yields \( np = 7.8 \) and \( n(1-p) = 18.2 \). The round-off method determines \( np \approx 8 \) for \( G_B \) and \( n(1-p) \approx 18 \) for \( G_A \). Furthermore, the combination between \( n = 25 \) and \( p = .5 \) yields \( np = 12.5 \) and \( n(1-p) = 12.5 \). In the case both \( G_A \) and \( G_B \) contain 13 data points. A sample observation, whose dual variable is the middle (i.e., \((n+1)/2\)) on the order of (7), belongs to both \( G_A \) and \( G_B \).

### 3.2 Goal Programming Models

After dichotomizing a data set into \( G_A \) and \( G_B \), ERQ uses the following GP models:

\[ \text{minimize} \quad \sum_{i \in G_A} \delta_i^+ + L \sum_{i \in G_B} \delta_i^+ \quad \text{ (8)} \]

subject to

\[ X_i \beta + \delta_i^+ = y_i, \ i \in G_A \quad \text{ (8a)} \]

\[ X_i \beta + \delta_i^+ - \delta_i^- = y_i, \ i \in G_B \quad \text{ (8b)} \]

\[ \delta_i^+ \geq 0, \ \text{and} \ \delta_i^- \geq 0. \quad \text{ (8c)} \]

and

\[ \text{minimize} \quad L \sum_{i \in G_A} \delta_i^- + \sum_{i \in G_B} \delta_i^- \quad \text{ (9)} \]

subject to

\[ X_i \beta + \delta_i^+ - \delta_i^- = y_i, \ i \in G_A \quad \text{ (9a)} \]

\[ X_i \beta - \delta_i^- = y_i, \ i \in G_B \quad \text{ (9b)} \]

\[ \delta_i^+ \geq 0, \ \text{and} \ \delta_i^- \geq 0. \quad \text{ (9c)} \]

Here all the symbols used in (8) and (9) are the same as described in (2), except \( L \) indicating a non-Archimedean large number.

Model (8) is used to yield a bottom hyperplane for \( G_A \) where “bottom” indicates that all the sample observations in \( G_A \) are above or on the regression hyperplane. The first set of constraints (8a) produce the bottom hyperplane because only positive deviations \( \delta_i^+ \), \( i \in G_A \) are minimized in (8). Meanwhile, the second set of constraints (8b) prevent any observation in \( G_B \) from being above the bottom hyperplane of \( G_A \) because \( \delta_i^+ \), \( i \in G_B \) are weighted by \( L \) in (8).

Conversely, (9) can estimate an upper regression hyperplane for \( G_B \) where “upper” indicates that all the sample observations in \( G_B \) are below or on the regression hyperplane. The second set of constraints (9b) can yield the upper regression hyperplane for \( G_B \) because only negative deviations \( \delta_i^- \), \( i \in G_B \) are minimized in (9). On the other hand, the first set of constraints (9a) prevent any sample observation in \( G_A \) from being below the upper hyperplane of \( G_B \) because \( \delta_i^- \), \( i \in G_A \) are weighted by \( L \) in (9).

### 3.3 Algorithm

The algorithm for the \( p \)th ERQ can be formally defined as the following steps:

1. Solve problem (3). Then, classify all sample observations into \( G_A \) and \( G_B \) using dual variables produced by (3).
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2. Solve problem (8) to estimate a bottom hyperplane of \( G_A \) that is represented by \( y_A = X \beta_A \).
3. Solve problem (9) to estimate an upper hyperplane of \( G_B \) that is represented by \( y_B = X \beta_B \).
4. Determine the \( p \)-th ERQ hyperplane \( y = X \beta \) where \( \beta = (1 - \alpha) \beta_A + \alpha \beta_B \) where \( \alpha \) is a constant in the interval \([0,1]\).

The algorithm creates a family of the \( p \)-th ERQ hyperplane by varying \( \alpha \). Choosing \( \alpha = 0 \) and \( \alpha = 1 \) yield upper and lower bounds on the family, respectively. Thus, different values on \( \alpha \) may result in distinct hyperplanes.

### 3.4 Choice of \( \alpha \)

An important question is how to select the \( \alpha \) value. The ERQ uses the following quadratic programming problem so as to uniquely determine the optimal \( \alpha \) value:

\[
\begin{align*}
\text{minimize} & \quad f(\beta) = \sum_{i \in G_A} p(y_i - X_i \beta)^2 + \sum_{i \in G_B} (1 - p)(y_i - X_i \beta)^2 \\
\text{subject to} & \quad \beta = (1 - \alpha) \beta_A + \alpha \beta_B \\
& \quad 0 \leq \alpha \leq 1.
\end{align*}
\]

which can be transformed to the following problem by inserting (10a) to (10):

\[
\begin{align*}
\text{minimize} & \quad f(\alpha) = \sum_{i \in G_A} p(y_i - (1 - \alpha)X_i \beta_A - \alpha X_i \beta_B)^2 \\
& \quad + \sum_{i \in G_B} (1 - p)(y_i - (1 - \alpha)X_i \beta_A - \alpha X_i \beta_B)^2 \\
\text{subject to} & \quad 0 \leq \alpha \leq 1.
\end{align*}
\]

Here, this study has introduced a new criterion for the objective function (10) that is in the form of minimizing the sum of weighted squared deviations (WSD). The advantage of the new criterion is that it can provide \( \beta = (1 - \alpha) \beta_A + \alpha \beta_B \) with the property of WSD estimation. As a result, \( \beta \) can maintain the property of estimates that are obtained by minimizing the sum of both WSD and weighted absolute value deviations. Furthermore, the \( \alpha \) value can be uniquely selected because the objective of (11) is a convex function.

The derivative of \( f(\alpha) \), i.e. \( df(\alpha)/d\alpha \) can produce the following optimal condition:

\[
\sum_{i \in G_A} p[-\eta_i + \alpha \lambda_i] + \sum_{i \in G_B} (1 - p)[-\eta_i + \alpha \lambda_i] = 0.
\]

where \( \eta_i = (y_i - X_i \beta_A)(X_i \beta_B - X_i \beta_A) \) and \( \lambda_i = (X_i \beta_A - X_i \beta_B)^2 \).

Furthermore, the \( \alpha \) value, which is the solution to (12), needs to satisfy the condition \( 0 \leq \alpha \leq 1 \). Hence, the optimal \( \alpha^* \) value for minimizing (11) is determined by the following way:

(a) if \( 0 \leq \alpha \leq 1 \), then the optimal \( \alpha^* \) becomes

\[
\alpha^* = \alpha = \frac{\sum_{i \in G_A} p \eta_i + \sum_{i \in G_B} (1 - p) \eta_i}{\sum_{i \in G_A} p \lambda_i + \sum_{i \in G_B} (1 - p) \lambda_i}.
\]
(b) if $\alpha > 1$, then optimal $\alpha^* = 1$, and
(c) if $\alpha < 0$, then optimal $\alpha^* = 0$.

The selection of $\alpha^*$ stops the algorithm for measuring the $p$th ERQ.

3.5 Degeneracy in Empirical Regression Quantile

As described before, the degeneracy problem may often occur when many data points are located on the $p$th regression hyperplane. The algorithmic scheme of ERQ may potentially deal with the problem when it happens in (3). That is, sample observations on the regression hyperplane are classified into two distinct subgroups. Therefore, the occurrence of degeneracy is reduced with the dichotomized sample observations.

Of course, the approach also needs to assume the absence of degeneracy for two regression hyperplanes for $G_A$ and $G_B$. The multiple solutions occur on the bottom hyperplane of $G_A$ when at least one optimal $\delta_i^+, i \in G_A$ becomes a basic variable and equals zero in (8). Similarly, the degeneracy can occur on the upper hyperplane of $G_B$ when at least one optimal $\delta_i^-, i \in G_B$ becomes a basic variable and equals zero in (9). The absence of degeneracy in (8) and (9) is required to uniquely determine an ERQ hyperplane.

4. Computational Results

4.1 Illustrative Example

This study applies first the algorithm of ERQ to an illustrative data set so as to confirm the difference between original regression quantile and ERQ. The resulting ERQ hyperplane describes empirically the level of improvement in terms of (1). The illustrative data set used in this study contains ten sample observations \{($x$, $y$): (1,5.0)(2.3.0)(3,5.5)(4,2.0)(5,8.0)(6,4.5)(7,7.0)(8,3.5)(9,9.0)(10,5.0)\}. The linear regression model, i.e., $y = \beta_0 + \beta_1 x$ is fitted to the data set. The two coefficients are measured by both original regression quantile and ERQ with nine different quantile values. The comparison between the two approaches is summarized in Table 1. In Table 1, the fifth column indicates the ERQ lines with nine different $p$ values while the sixth column denotes the corresponding original regression quantile lines. All the regression lines presented at the second and third columns are the bottom line of $G_A$ measured by (8) and the upper line of $G_B$ measured by (9), respectively. The optimal $\alpha$ scores at the fourth column are derived from (13).

Table 1: Comparison between Original and Empirical-Regression Quantile Lines

<table>
<thead>
<tr>
<th>$p$</th>
<th>Bottom Line of $G_A$</th>
<th>Upper Line of $G_B$</th>
<th>Optimal $\alpha^*$</th>
<th>Empirical-Regression Quantile</th>
<th>Original Regression Quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.833 + 0.083$x$</td>
<td>0.500 + 0.375$x$</td>
<td>0.040861</td>
<td>2.738 + 0.095$x$</td>
<td>0.500 + 0.375$x$</td>
</tr>
<tr>
<td>0.2</td>
<td>2.500 + 0.250$x$</td>
<td>0.500 + 0.375$x$</td>
<td>0</td>
<td>2.500 + 0.250$x$</td>
<td>2.833 + 0.083$x$</td>
</tr>
<tr>
<td>0.3</td>
<td>5.100 - 0.100$x$</td>
<td>2.833 + 0.083$x$</td>
<td>0.287327</td>
<td>4.449 - 0.047$x$</td>
<td>2.500 + 0.250$x$</td>
</tr>
<tr>
<td>0.4</td>
<td>5.000</td>
<td>3.750 + 0.125$x$</td>
<td>0.695652</td>
<td>4.130 + 0.087$x$</td>
<td>3.750 + 0.150$x$</td>
</tr>
<tr>
<td>0.5</td>
<td>4.375 + 0.375$x$</td>
<td>3.750 + 0.125$x$</td>
<td>0.57817</td>
<td>4.014 + 0.231$x$</td>
<td>5.000</td>
</tr>
<tr>
<td>0.6</td>
<td>4.657 + 0.333$x$</td>
<td>4.750 + 0.250$x$</td>
<td>1</td>
<td>4.750 + 0.250$x$</td>
<td>4.750 + 0.250$x$</td>
</tr>
<tr>
<td>0.7</td>
<td>4.500 + 0.500$x$</td>
<td>4.375 + 0.375$x$</td>
<td>1</td>
<td>4.375 + 0.375$x$</td>
<td>4.670 + 0.330$x$</td>
</tr>
<tr>
<td>0.8</td>
<td>6.750 + 0.250$x$</td>
<td>4.667 + 0.333$x$</td>
<td>1</td>
<td>4.667 + 0.333$x$</td>
<td>4.500 + 0.500$x$</td>
</tr>
<tr>
<td>0.9</td>
<td>6.750 + 0.250$x$</td>
<td>4.500 + 0.500$x$</td>
<td>1</td>
<td>4.500 + 0.500$x$</td>
<td>6.750 + 0.250$x$</td>
</tr>
</tbody>
</table>
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FIGURE 1: Regression Quantile Lines

FIGURE 2: GP - Regression Quantile Lines
As presented in Table 1, the two regression quantile methods yield distinct regression lines at all the \( p \) values except \( p = 60\% \). When \( p = 60\% \), both the original regression quantile line and the upper line of \( GB \) become \( y = 4.750 + 0.25x \). Furthermore, the optimal \( \alpha^* \) value is determined as 1 by (13). Thus, the ERQ line equals the original regression quantile line.

Figure 1 depicts five original regression quantile lines with \( p = 20, 40, 50, 60 \) and 80\% in Table 1. Similarly, Figure 2 presents the corresponding five regression lines using the ERQ approach. Two data points are always required to be on each regression line in Figure 1 while the ERQ line does not require the estimation property as presented in Figure 2. See, for instance, the line with \( p = 50\% \). The ERQ approach can measure the \( p \)th regression quantile hyperplane more flexibly than (3) in the sense that it can select an optimal solution on not only an extreme point but also other points in a sample space.

4.2 Simulation Study

A Monte Carlo simulation study was conducted to assess the behavior of regression quantile estimates measured by the ERQ approach. The quantile \( p = 50\% \) (i.e., regression median) is selected because it can yield the most important regression hyperplane among the family of regression quantiles. LAV estimates were employed as a means of comparing the performance of ERQ estimates so as to investigate how much the latter can improve the statistical efficiency of the former. [It is well known that LAV estimates outperform LS estimates to any error distributions except normal. Hence, LS estimates was not compared in the simulation study.] This study conducted a \( 6 \times 4 \times 3 \) factorial experiment in which each treatment had 10 replications. Factors used in the simulation study were

(a) Sample size \( (n) \): 10, 20, 30, 40, 50 and 100

(b) Error distribution \( (e) \)
   i) Normal: \( N(0, \sigma^2) \) where \( \sigma = 1, 1.5, 2, 2.5 \) and 3
   ii) Uniform: \( U(-d, d) \) where \( d = 0.5, 1, 1.5, 2 \) and 3
   iii) Contaminated Normal: \( 95\%N(0,1) + 5\%N(0, \sigma^2) \)
   where \( \sigma = 1, 5, 10, 15, 20 \)
   iv) Laplace: \( F(x) = \begin{cases} \exp(kx)/2 & (x < 0), \\ 1/2 & (x = 0), \\ 1 - \exp(-kx)/2 & (x > 0). \end{cases} \)

where \( k = 0.1, 0.5, 0.8, 1 \) and 2.

(c) Regression model: \( y = 5 + 2x_1 + 3x_2 + \epsilon, x_1 \) and \( x_2 \sim U[1, 50]. \)

\( F(x) \) is a distribution function of a random variable \( X \). \( N(\eta, \sigma^2) \) denotes a normal distribution with a mean \( (\eta) \) and a standard deviation \( (\sigma) \). \( U(a, b) \) indicates a uniform distribution on the interval \([a, b]\). The constants, \( d \) and \( k \), determine the shape of error distributions.

It is important to note that [16] provides a similar simulation result of a simple regression model, i.e., \( y = \beta_0 + \beta_1x \), while this study explores the simulation with a multiple regression model, i.e., \( y = \beta_0 + \beta_1x_1 + \beta_2x_2 \).

All the error distributions were generated by the inversion of these distribution functions in a personal computer, IBM-AT. For each error distribution with five different shapes and for each sample size, the estimates of \( \beta_0, \beta_1 \) and \( \beta_2 \) were measured by LAV estimation and ERQ with \( p = 50\% \). This study has developed two computer codes for the two estimation methods using the revised simplex method.
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Table 2: Ratio of Mean Squares Errors (ERQ/LAV Estimation)

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Sample Size</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α = 0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>1.0</td>
<td>1.375</td>
<td>1.300</td>
<td>0.966</td>
<td>1.666</td>
<td>1.500</td>
<td>0.982</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.955</td>
<td>0.841</td>
<td>0.506</td>
<td>0.981</td>
<td>0.547</td>
<td>1.333</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.758</td>
<td>0.892</td>
<td>0.825</td>
<td>0.767</td>
<td>0.800</td>
<td>0.626</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.0</td>
<td>1.006</td>
<td>0.733</td>
<td>0.549</td>
<td>1.678</td>
<td>0.619</td>
<td>1.884</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.619</td>
<td>0.469</td>
<td>0.330</td>
<td>1.167</td>
<td>1.565</td>
<td>1.073</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.548</td>
<td>0.725</td>
<td>0.568</td>
<td>0.583</td>
<td>0.801</td>
<td>0.858</td>
</tr>
<tr>
<td>Contaminated</td>
<td>1.0</td>
<td>0.711</td>
<td>1.061</td>
<td>2.090</td>
<td>1.142</td>
<td>0.614</td>
<td>1.090</td>
</tr>
<tr>
<td>Normal</td>
<td>10.0</td>
<td>2.191</td>
<td>0.406</td>
<td>6.627</td>
<td>0.962</td>
<td>0.711</td>
<td>1.815</td>
</tr>
<tr>
<td></td>
<td>25.0</td>
<td>3.203</td>
<td>1.871</td>
<td>1.496</td>
<td>1.372</td>
<td>0.615</td>
<td>1.090</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>3.477</td>
<td>2.325</td>
<td>2.500</td>
<td>4.356</td>
<td>0.956</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>1.396</td>
<td>1.388</td>
<td>1.356</td>
<td>1.237</td>
<td>0.999</td>
<td>1.140</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.611</td>
<td>0.554</td>
<td>0.779</td>
<td>0.816</td>
<td>0.763</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.207</td>
<td>0.864</td>
<td>1.345</td>
<td>1.128</td>
<td>0.909</td>
<td>0.666</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.466</td>
<td>2.000</td>
<td>0.925</td>
<td>1.924</td>
<td>1.000</td>
<td>0.600</td>
</tr>
</tbody>
</table>
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Table 2 presents the ratio of mean squared errors [MSE(ERQ)/MSE(LAV)] for $\beta_0$, $\beta_1$ and $\beta_2$ where MSE of each parameter is computed by $\text{MSE}=\sum_{j=1}^{10} (\hat{\beta}_{jk} - \beta_j)^2/10$, $j = 0, 1, \text{and } 2$. Here, the term $k$ indicates the number of the replications and $\hat{\beta}_{jk}$ is the estimate of $\beta_j(\beta_0 = 5, \beta_1 = 2 \text{ and } \beta_2 = 3)$ for the $k$th replicate. The study generated 10 repetitions for the specific combination among its error, shape and sample size. The notation of $\sum_{k} (\hat{\beta}_{jk} - \beta_j)^2$ indicates the sum of squared deviations between the $j$th true parameter ($\beta_j$) and its estimate ($\hat{\beta}_j$). Thus, the ratio of MSE indicates MSE of the ERQ estimates divided by that of the LAV estimates. [See [19] for the rationality on the MSE.]

In Table 2 the ratio of MSE is presented with a decimal number. If the ratio is less than 1, ERQ estimate is more efficient than LAV estimate; conversely, if the ratio is larger than 1, the opposite is indicated. The last two columns of the table, when aggregated by the distribution, show the frequency count of MSE ratios that were $\geq 1$ and $< 1$ for all simulation runs, respectively.

The results indicate that ERQ outperforms LAV estimation for normal, uniform and contaminated normal distributions. For the Laplace distribution, ERQ could not improve the performance of the LAV regression, indicating 46% ($42/90$) improvement and 54% ($48/90$) inferiority. This may be explained by the fact that the LAV estimator becomes the maximum likelihood estimate under the Laplace distribution. The last two rows at the bottom, when aggregated by the sample size, report the frequency count of MSE ratios that were $\geq 1$ and $< 1$, respectively. ERQ could improve the performance of LAV estimation at all sample sizes (except 40) examined in the simulation study. One might expect that the frequency count for MSE ratios less than one decreases as the sample size increases, because LAV estimation can asymptotically provide regression quantile estimates. However, the expectation was not confirmed by the simulation study.

Finally, this study needs to describe a shortcoming related to the simulation study exhibited in Table 2. That is, the simulation study measures the performance of ERQ using only three parameter coefficients ($\beta_0$, $\beta_1$ and $\beta_2$) of a multiple regression model. The simulation evidence contradicting the result in Table 2 may occur when the number of parameters of the regression model is increased. Hence, we cannot conclude immediately that ERQ is always much better than LAV, depending upon only the simulation result in Table 2. It is needed to conduct a more intensive simulation study incorporating different perspectives related to different error distributions and different structures of the regression model. This is a future task.

5. Conclusion and Future Extensions

This article has presented an empirical use of regression quantile that can produce a linear regression hyperplane exactly on the $(100p)$th quantile of the $y$ distribution. The ERQ is designed to utilize information regarding dual variables, that are produced by original regression quantile of Koenker and Bassett [15], so as to classify a data set into two groups of sample observations. The classified data sets determine the upper and lower bounds of the $p$th regression quantile hyperplane. The criterion of minimizing the sum of weighted squared deviations uniquely selects the best regression quantile hyperplane. As an important property, the resulting estimates of the ERQ were found to be less sensitive to a small sample size than the original form. The evidence was confirmed by an illustrative data set and a simulation study in which this study selected $p = 50\%$ and compared the performance of ERQ with LAV estimation.

Besides the property of robustness, the ERQ quantile can become a practical tool to deal
with managerial issues such as EEO (equal employment opportunity). For instance, consider an EEO evaluation for hospital management in which the amount of salary is measured by each employee's rank, gender, race, education background and experience, using a linear regression model. Usually, medical doctors receive much higher salaries than nurses and administrative employees. The wages of doctors often become outliers. A common practice of LS regression analysis is identification of outliers to be deleted from estimation, using an assumption of a normal error distribution. Deletion of outliers (i.e., medical doctors in the case) may be statistically important but often produce managerially insignificant conclusions. [For instance, Atkinson [3] has proposed a way of deleting outliers based on LS regression median.] On the other hand, the ERQ can be a practical method to deal with various evaluation problems of employees in situations where one needs to avoid pronounced outliers in order to obtain consensual evaluations. [See Sueyoshi [17] that describes the use of ERQ for examining possible salary discrimination against a protected (female or minority) group. His study transforms the ERQ result into a 2 x 2 contingency table and thereby presents an exact way of computing type I and type II errors concerning discrimination. Furthermore, Sueyoshi [17] proposes a new measure of the level of discrimination based upon the ERQ result, which is expected to be easily understood by lawyers, judges and other individuals involved in the EEO issue. See [18], as well.]

This study needs to explore two research topics so as to provide ERQ with more practicability. First, as described by Charnes et al. [8, 9, 10], the ERQ can easily incorporate prior information concerning estimation results in various forms of side constraints. The ERQ can also maintain the methodological capability to include a priori requirements in its estimation process. Second, the ERQ needs a computational framework for testing the null hypothesis regarding parameter estimates. As an analytical method, this study proposes the use of ERQ in combination with the statistical test proposed by Hogg [13]. Since it is a straightforward matter to extend the ERQ result into Hogg's method, this study omits a detailed discussion on how to conduct a statistical test using the ERQ result. [See Hogg [13] for his discussion on the statistical test and regression quantile.] Furthermore, as a promising approach, this study proposes the use of the bootstrap method for testing the null hypothesis. As presented in [12], the computer intensive simulation study (i.e., the bootstrap method) can numerically measure the variance-covariance matrix of parameter estimates. The bridge between the bootstrap method and the ERQ will open up a new statistical testing method.

Finally, we hope that the research concerning the ERQ becomes increasingly important and anxiously wait for further research developments along the lines indicated in this study.
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