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Abstract There are \( n \) neighboring cells in a straight line. An object is in one of all cells. It is required to determine a strategy that will minimize the expected cost of finding the object. A probability of overlooking the object is equal to zero, when the right cell is searched. Associated with the examination are a traveling cost dependent on the distance from the last cell examined and a fixed examination cost. A procedure for finding an exactly optimal strategy is given.

1. Introduction

This note gives an example of a model treated in [6] (Also see pp. 264–265 of [1], and Section 4 of this note). But a special model in this note still generalizes the model which was treated in [3] and mentioned below (Also see discussions at pp. 1–2 in [5]), in that the examination cost of each cell depends on the location of the cell and distances between cells are different but still additive. We have a procedure which leads to exactly optimal strategies. This procedure applies to the model in [3]. Consequently it is shown that strategies given in [3] as approximately optimal strategies are exactly optimal.

Gluss [3] considered a model in which there are \( n + 1 \) neighboring cells in a straight line, labeled from 0 to \( n \) in that order. An object is in one of all cells except for Cell 0, with a priori probabilities \( p_1, \ldots, p_n \). At the beginning of the search the searcher is at Cell 0 that is next to Cell 1. It is required to determine a strategy that will minimize the expected cost of finding the object. A probability of overlooking the object is equal to zero, when the right cell is searched. Associated with the examination of Cell \( i (1 \leq i \leq n) \) is the examination cost that consists of two parts: (i) a traveling cost \( d|j - i| \) \( (d > 0) \) of examining Cell \( i \) after having examined cell \( j \), and (ii) a fixed examination cost \( c > 0 \). (i) means that the examination cost varies through the search and is a function of which cell was last examined.

The only difference between his model and the previous one (See [2], p. 90) is that while a traveling cost as well as the fixed examination cost is considered in the former (See [3]), only the fixed examination cost is considered in the latter. On the other hand, a probability of overlooking the object is kept in mind in the latter, while it is equal to zero in the former.

Gluss treated two cases: \( p_1 \geq \cdots \geq p_n \) and \( p_1 \leq \cdots \leq p_n \). He showed that the former case is trivial, that is, the searcher should examine each cell in the order of \( 1, 2, \ldots, n \), and in the latter case he found approximately optimal strategies when \( p_1 = 2t/[n(n + 1)] \).

In [4], this problem was approached from the game theoretical point of view, assuming a hider instead of the object. He solved a two-person constant-sum game. Another variant of the model of [3] is in [5], where the searcher is at the cell that locates at the center of all cells.
at the beginning of the search. [7] and [9] are surveys on the search theory. [8] is a text on
two-person games. It introduces many interesting problems, some are already solved, others
are still open.

In Section 2 the model is stated and the procedure for finding an optimal strategy is
given as Theorem 2. Section 3 is spent for the proof of Theorem 1. Finally, a comment on a
condition in [6] is added as a remark. In this note, the examination cost of each cell depends
on the location of the cell and the distances between cells are different but still additive. On
the other hand, in [6], the distances satisfy more general condition, i.e., triangle inequalities.

2. The Model and Results

There are \( n + 1 \) neighboring cells in a straight line, labeled from 0 to \( n \) in that order.
An object is in one of all cells except for Cell 0, with a priori probabilities such that

\[
p_i > 0, \text{ all } i = 1, \ldots, n \text{ and } \sum_{i=1}^{n} p_i = 1. \tag{2.1}
\]

\[\begin{array}{cccc}
0 & 1 & i & n-1 \ n \\
\end{array}\]

Figure 1

At the beginning of the search the searcher is at Cell 0 that is next to Cell 1. It is
required to determine a strategy that will minimize the expected cost of finding the object.
A probability of overlooking the object is equal to zero, when the right cell is searched.
Associated with the examination of Cell \( i \) (\( 1 \leq i \leq n \)) is the examination cost that consists
of two parts: (i) a traveling cost \( d(i, j) \) of examining Cell \( i \) after having examined Cell \( j \),
and (ii) a fixed examination cost \( c(i) > 0 \). We assume

\[
d(i, j) + d(j, k) = d(i, k) \text{ for all } i, j, k \text{ such that } 1 \leq i < j < k \leq n,
\]

\[
d(i, j) = d(j, i) \text{ for all } i, j \text{ such that } 1 \leq i, j \leq n, i \neq j, \text{ and } 
\]

\[
d(i, j) > 0 \text{ for all } i, j \text{ such that } 1 \leq i, j \leq n, i \neq j. \tag{2.2}
\]

For convenience we let \( d(i, i) = 0 \) for all \( i = 1, \ldots, n \). We also assume

\[
p_1/c(1) < \cdots < p_n/c(n) \text{ and } \tag{2.3}
\]

\[
\sum_{r=i+1}^{j} p_r/d(i, j) < \sum_{r=i'+1}^{j'} p_r/d(i', j') \text{ whenever } i < j, i' < j' \text{ and } i < i'. \tag{2.4}
\]

While (2.3) means the a priori probability to the fixed examination cost increases, (2.4)
means the a priori probability to the unit distance increases, as the distance from Cell 0
becomes large. (2.4) may or may not be relaxed since it is applied only once in the proof of
Theorem 1. In the case of [3) both (2.3) and (2.4) reduce to \( p_1 < p_2 < \cdots < p_n \).

A (pure) strategy for the searcher is defined by a permutation on \( N \equiv \{1, 2, \ldots, n\} \).
The set of all permutations on \( N \) is denoted by \( M \equiv \{1, 2, \ldots, m\} \), where \( m = n! \). Thus
under a strategy \( j \), he examines Cells \( j(1), j(2), \ldots, j(n) \) in this order. This is expressed as

\( \hat{j} = [j(1), \ldots, j(n)] \). We set \( j(n+1) = j(0) = 0 \) for convenience.
For a strategy \( j \in M \), let \( k = j^{-1}(i) \). Assuming that the object is in Cell \( i \), the cost of finding it, written as \( f(i, j) \), is:

\[
f(i, j) = d(0, j(1)) + d(j(1), j(2)) + \cdots + d(j(k - 1), j(k)) + \sum_{r=1}^{k} c(j(r)).
\] (2.5)

Thus the expected cost under an a priori probability \( p = (p_1, \ldots, p_n) \), written as \( f(p, j) \), is:

\[
f(p, j) = \sum_{i=1}^{n} p_i f(i, j).
\] (2.6)

A strategy \( j \in M \) is called optimal if it minimizes \( f(p, j) \) subject to \( j \in M \). Our problem is to find optimal strategies.

For any \( i \in M \), define \( \rho_i \in M \) by

\[
\rho_i = i(n + 1 - i) \quad \text{for all } i = 1, \ldots, n.
\] (2.7)

\( \rho_i \) reverses the order of examination under \( i \). Thus, if \( j = [j(1), j(2), \ldots, j(n)] \), then \( \rho_i = [i(n), \ldots, i(1)] \). We can assume \( j \) is as follows:

\[
\begin{align*}
    j(0) &< j(1) < j(2) < \cdots < j(i_1), \\
j(i_1) &> j(i_1 + 1) > \cdots > j(i_2), \\
j(i_2) &< j(i_2 + 1) < \cdots < j(i_3), \\
    \vdots \\
j(i_{2h-1}) &> j(i_{2h-1} + 1) > \cdots > j(n) > j(n + 1).
\end{align*}
\]

Thus, \( j \) has \( h \) peaks and we say \( j \) is an \( h \)-peaked strategy. If \( j \in M \) is \( h \)-peaked then \( \rho_j \) is also \( h \)-peaked. In particular \( 1 \)-peaked strategies are interesting since less traveling costs are required under them. Thus let \( M_1 \) be the set of all \( 1 \)-peaked strategies of the searcher.

**Theorem 1.** If \( j \in M \) is optimal then \( j \) is \( 1 \)-peaked.

The proof of this theorem is given in Section 3. From this theorem, we see it suffices to solve:

\[
\text{Minimize } f(p, j) \text{ subject to } j \in M_1.
\] (2.8)

Hereafter, we consider only strategies in \( M_1 \). For \( i = 2, \ldots, n \), let

\[
\begin{align*}
z(i) &= p_{i-1} / \left[p_i + \cdots + p_n\right] \text{ and} \\
b(i) &= c(i - 1) / \left[2d(i - 1, n) + c(i) + \cdots + c(n)\right].
\end{align*}
\] (2.9)

**Theorem 2.** Assume \( z(i) \neq b(i) \) for all \( i = 2, \ldots, n \). Let

\[
\{i - 1 : z(i) > b(i)\} = \{i_1, \ldots, i_s\}.
\] (2.10)

where \( i_1 < i_2 < \cdots < i_s \). Then a unique optimal strategy is a \( 1 \)-peaked strategy such that it first examines Cells \( i_1, \ldots, i_s, n \), in this order, then examines the others.
Proof: Let \( j \in M_1 \). Represent this as \( j = [j(1), \ldots, j(n)] \). Since \( j \) is 1-peaked, \( n - 1 \) is next to \( n \) in \( j \). Suppose \( j(i) = n - 1 \) and \( j(i + 1) = n \). Define \( j' \in M_1 \) by \( j' = [j(1), \ldots, j(i - 1), j(i + 1), \tilde{j}(i), j(i + 2), \ldots, j(n)] \). Then by (2.5) and (2.6),

\[
f(p, j) - f(p, j') = p_{n-1}f(n - 1, j) + p_nf(n, j) - p_{n-1}f(n - 1, j') - p_nf(n, j')
\]

\[
= p_{n-1}[d(0, n - 1) + \sum_{w=1}^{i} c(j(w))] + p_n[d(0, n) + \sum_{w=1}^{i+1} c(j(w))]
\]

\[
- p_{n-1}[d(0, n) + d(n, n - 1) + \sum_{w=1}^{i+1} c(j(w))]
\]

\[
- p_n[d(0, n) + \sum_{w=1}^{i+1} c(j(w)) + c(j(i + 1))]
\]

\[
= c(j(i))p_n - [2d(n - 1, n) + c(j(i + 1))]p_{n-1}
\]

\[
= [2d(n - 1, n) + c(j(i + 1))]p_n[b(n) - z(n)].
\]

If \( b(n) > z(n) \), then \( f(p, j) > f(p, j') \). \( j' \) is preferred to \( j \). If \( b(n) < z(n) \), then \( j \) is preferred. Thus define

\[
M(p, n) = \{ j \in M_1 : j^{-1}(n - 1) < j^{-1}(n) \} \text{ if } b(n) < z(n), \text{ and}
\]

\[
\{ j \in M_1 : j^{-1}(n - 1) > j^{-1}(n) \} \text{ if } b(n) > z(n).
\]

Let \( j \in M(p, n) \). Suppose \( j(i) = n - 2 \), and \( \{ j(i+1), j(i+2) \} = \{ n-1, n \} \) in \( j \). Since \( j \) is 1-peaked \( n - 2 \) is next to \( \{ n - 1, n \} \) in \( j \). Define \( j' \in M(p, n) \) by \( j'(i) = j(i + 1), j'(i + 1) = j(i + 2) \), and \( j'(i + 2) = j(i) \), and \( j'(w) = j(w) \) for \( w \neq i, i + 1, i + 2 \). Then

\[
f(p, j) - f(p, j') = p_{n-2}f(n - 2, j) + p_{n-1}f(n - 1, j) + p_nf(n, j)
\]

\[
- p_{n-2}f(n - 2, j') - p_{n-1}f(n - 1, j') - p_nf(n, j')
\]

\[
= p_{n-2}[d(0, n - 2) + \sum_{w=1}^{i} c(j(w))] + c(n - 2)[p_{n-1} + p_n]
\]

\[
- p_{n-2}[d(0, n) + d(n, n - 2) + \sum_{w=1}^{i+2} c(j(w))]
\]

\[
= c(n - 2)[p_{n-1} + p_n] - [2d(n - 2, n) + c(n - 1) + c(n)]p_{n-2}
\]

\[
= [2d(n - 2, n) + c(n - 1) + c(n)]p_{n-1} + p_n[b(n) - z(n)] - z(n - 1)].
\]

If \( b(n - 1) > z(n - 1) \), then \( j' \) is preferred to \( j \). If \( b(n - 1) < z(n - 1) \), then \( j \) is preferred. Thus define

\[
M(p, n - 1) = \{ j \in M(p, n) : j^{-1}(n - 2) < \min\{j^{-1}(n - 1), j^{-1}(n)\} \} \text{ if } b(n - 1) < z(n - 1),
\]

\[
\{ j \in M(p, n) : j^{-1}(n - 2) > \max\{j^{-1}(n - 1), j^{-1}(n)\} \} \text{ if } b(n - 1) > z(n - 1).
\]

In the same way we can continue and define \( M(p, n - 2), \ldots, M(p, 2) \) inductively. But by the assumption that \( z(i) \neq b(i) \) for all \( i \), we have \( ||M_1|| = 2^{n-1}, ||M(p, n)|| = 2^{n-2}, \ldots, ||M(p, 3)|| = 2^1, \text{ and } ||M(p, 2)|| = 2^0 = 1. \) Hence finally one element in \( M_1 \) is specified, which is optimal.

Q.E.D.

This theorem gives a procedure that calculates an optimal strategy.
Procedure

1. Calculate \( z(i)' \)s and \( b(i)' \)s in advance by means of (2.9) since they depend on only \( p_i' \)s, \( c(i)' \)s and \( d(i,j)' \)s.
2. Determine the set in (2.10). Suppose it is \( \{i_1, \ldots, i_s\} \) and \( i_1 < \ldots < i_s \).
3. Examine Cells \( i_1, \ldots, i_s \) in this order. Then examine Cells \( k_1, \ldots, k_{n-s} \) in this order, where \( \{k_1, \ldots, k_{n-s}\} = N \backslash \{i_1, \ldots, i_s\} \), and \( k_1 > \ldots > k_{n-s} \).

Of course, the assumption in Theorem 2 can be taken away. Then the uniqueness will be lost. But the procedure is still valid. In example 3 the check of this procedure is left to the reader.

A 1-peaked strategy is characterized by a subset of \( N \). Indeed, let \( S = \{i_1, \ldots, i_s\} \subset N \backslash \{n\} \), where \( i_1 < \ldots < i_s \). Let \( N \backslash (S \cup \{n\}) = \{i_1', \ldots, i_{n-s-1}'\} \), where \( i_1' > \ldots > i_{n-s-1}' \). Define a 1-peaked strategy \( j \) by \( j(t) = i_t \) for \( t = 1, \ldots, s \), \( j(s + 1) = n \), \( j(t) = i_{t-s-1}' \) for \( t = s + 2, \ldots, n \). Hence write \( j \) as \( j_S \). Then \( \rho_j = \frac{1}{2} \left(N \backslash (S \cup \{n\})\right) \). Gluss[3] considered 1-peaked strategies such that \( S = \{1, 2, \ldots, s\} \) or \( S = \{s + 1, \ldots, n - 1\} \). Thus define a subclass of 1-peaked strategies, written as \( G \), by \( G = \{1\#, \ldots, (n - 1)\#, \rho 1\#, \ldots, \rho (n - 1)\#\} \) where for \( s = 1, \ldots, n - 1 \), \( s\#(i) = i \) if \( 1 \leq i \leq s \), and \( s\#(i) = n - i + s + 1 \) if \( s + 1 \leq i \leq n \). By the definition, \( G \subset M_1 \). The next numerical example shows that the minimum is attained by an element in \( M_1 \backslash G \).

Example 3. Let \( n = 4 \). Let \( p = (15, 17, 28, 80)/140 \). Let \( c(1) = c(2) = c(3) = c(4) = 1 \), and \( d(i,j) = |i - j| \) for all \( i,j = 1, 2, 3, 4 \). \( G = \{1\#, 2\#, 3\#, \rho 1\#, \rho 2\#, \rho 3\#\} \). \( M_1 \backslash G = \{j, \rho j\} \), where \( j = [1, 3, 4, 2] \). By (2.6), we have \( f(p, 1\#) = 904/140, f(p, 2\#) = 910/140, f(p, 3\#) = 906/140, f(p, \rho 1\#) = 916/140, f(p, \rho 2\#) = 910/140, f(p, \rho 3\#) = 914/140, f(p, \rho) = 900/140, f(p, \rho_j) = 920/140 \). From Theorem 1, the minimum is \( f(p, \rho) = 900/140 \).

This example suggests that the approximation by Gluss[3] does not generalize to the case in this note. But the results in [3] and the next corollary to Theorem 2 give an exact solution to the model in [3].

Corollary 4. Assume \( p_i = a + bi \) for \( i = 1, \ldots, n \). Here \( a = 1/n - b(n + 1)/2 \), and \( 0 < b < 2/[n(n - 1)] \). Assume \( c(i) = c \) for \( i = 1, \ldots, n \), and \( d(i,j) = |i - j| \) for all \( i,j = 1, \ldots, n \). An optimal strategy is in \( G \).

Proof: \( z(i) > b(i) \) becomes \( 2 - [2a + 2b(n + 1)]/(bi + bn + 2a) > c/(2 + c) \) for \( i = 2, \ldots, n \). The left hand side of the last inequality is monotone in \( i \). From this and Theorem 2, we have the desired result.

Q.E.D.

3. Proof of Theorem 1

In this section we give the proof of Theorem 1. It must be noted that Lemma 5, Corollary 6, Lemma 7, Lemma 7', and Corollary 8 correspond to Lemma 3, Corollary 1, Lemma 4, Lemma 4', and Corollary 2 of [4] respectively. The assumptions of (2.3) and (2.4) are critical here, while the assumption of \( p_1 < p_2 < \cdots < p_n \) was important in [4].

Lemma 5. Let \( \tilde{j} \in M \) be a 2-peaked strategy such that \( \tilde{j} = [\tilde{j}(1), \ldots, \tilde{j}(i_1), \tilde{j}(i_1 + 1), \ldots, \tilde{j}(i_2), \tilde{j}(i_2 + 1), \ldots, \tilde{j}(i_2 + s), \ldots, \tilde{j}(i_3), \tilde{j}(i_3 + 1), \ldots, \tilde{j}(n)] \). Let \( \tilde{j}' \in M \) be a 2-
peaked strategy such that \( \hat{j}' = [\hat{j}(1), \ldots, \hat{j}(i_1), \hat{j}(i_1 + 1), \ldots, \hat{j}(i_1 + r), \hat{j}(i_2 + s), \hat{j}(i_2 + r + 1), \ldots, \hat{j}(i_2), \hat{j}(i_2 + 1), \ldots, \hat{j}(i_3), \hat{j}(i_3 + 1), \ldots, \hat{j}(n)] \) when \( \hat{j}(i_1) < \hat{j}(i_3) \), and \( \hat{j}' = [\hat{j}(1), \ldots, \hat{j}(i_1), \hat{j}(i_1 + 1), \ldots, \hat{j}(i_1 + r), \hat{j}(i_1 + r + 1), \ldots, \hat{j}(i_3), \hat{j}(i_3 + 1), \ldots, \hat{j}(n)] \) when \( \hat{j}(i_1) > \hat{j}(i_3) \). Then \( f(p, \hat{j}) > f(p, \hat{j}'). \)

**Proof:** Assume \( \hat{j}(i_1) < \hat{j}(i_3) \). Suppose \( \hat{j}(i_2 + s) < \hat{j}(i_1) < \hat{j}(i_2 + s + 1) \) and \( s \geq 1 \).
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\[
f(p, \hat{j}) = \cdots + \sum_{t=i_1+1}^{i_2+r+s-1} \sum_{w=1}^{t} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_1)) + \sum_{w=1}^{t} c(\hat{j}(w))\}
\]

\[
+ \sum_{t=i_2+s+1}^{t} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(i_2), \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_2)) + \sum_{w=1}^{t} c(\hat{j}(w))\} + \cdots
\]

\[
f(p, \hat{j}') = \cdots + \sum_{t=i_1+1}^{i_2+r+s-1} \sum_{w=1}^{t} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_1)) + \sum_{w=1}^{t} c(\hat{j}(w))\}
\]

\[
+ \sum_{t=i_2+s+1}^{t} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(i_2), \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_2)) + \sum_{w=1}^{t} c(\hat{j}(w)) + c(\hat{j}(i_2 + s))\} + \cdots
\]

Thus,

\[
f(p, \hat{j}) - f(p, \hat{j}') = -c(\hat{j}(i_2 + s)) \sum_{t=i_1+r+1}^{i_2+s-1} p_{\hat{j}(t)} + \{2d(\hat{j}(i_2 + s), \hat{j}(i_2))
\]

\[
+ \sum_{t=i_1+r+1}^{i_2+s-1} \sum_{w=1}^{t} c(\hat{j}(w))p_{\hat{j}(t)} + \{2d(\hat{j}(i_2 + s), \hat{j}(i_2))p_{\hat{j}(t)} + \}
\]

\[
+ \sum_{t=i_1+r+1}^{i_2+s-1} \sum_{w=1}^{t} \{c(\hat{j}(t))p_{\hat{j}(t)} - c(\hat{j}(i_2 + s))p_{\hat{j}(t)}\} > 0,
\]

by \( \hat{j}(i_2 + s) \geq \hat{j}(i_2), \hat{j}(i_2 + s) \geq \hat{j}(t) \) for all \( t : i_1 + r + 1 \leq t \leq i_2 + s - 1 \), and (2.3).
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Assume $\hat{j}(i_3) < \hat{j}(i_1)$.

\begin{align*}
  f(p, ̂j) &= \cdots + \sum_{t=i_1+1}^{i_2} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_1)) + \sum_{w=1}^{t} c(\hat{j}(w))\} \\
  &\quad + \sum_{t=i_2+1}^{i_3-1} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(i_2), \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_2)) + \sum_{w=1}^{t} c(\hat{j}(w))\} + \cdots \\
  f(p, ̂j') &= \cdots + \sum_{t=i_1+1}^{i_1+r+1} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_1)) + \sum_{w=1}^{t} c(\hat{j}(w))\} \\
  &\quad + \sum_{t=i_1+r+1}^{i_2} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_1)) + \sum_{w=1}^{t} c(\hat{j}(w)) + c(\hat{j}(i_3-1))\} \\
  &\quad + \sum_{t=i_2+1}^{i_3-2} p_{\hat{j}(t)} \{d(0, \hat{j}(i_1)) + d(\hat{j}(i_2), \hat{j}(i_1)) + d(\hat{j}(t), \hat{j}(i_2))\} \\
  &\quad + \sum_{t=i_3-1}^{i_3-1} c(\hat{j}(w)) + c(\hat{j}(i_3-1))\} + \cdots 
\end{align*}

Thus,

\begin{align*}
  f(p, ̂j) - f(p, ̂j') &= -c(\hat{j}(i_3-1)) \sum_{t=i_1+r+1}^{i_3-2} p_{\hat{j}(t)} + \{2d(\hat{j}(i_3-1), \hat{j}(i_2)) \\
  &\quad + \sum_{w=i_1+r+1}^{i_3-2} c(\hat{j}(w))\} p_{\hat{j}(i_3-1)} \\
  &= 2d(\hat{j}(i_3-1), \hat{j}(i_2)) p_{\hat{j}(i_3-1)} + \sum_{t=i_1+r+1}^{i_3-2} \{c(\hat{j}(t))p_{\hat{j}(i_3-1)} - c(\hat{j}(i_3-1))p_{\hat{j}(t)}\} \\
  &> 0,
\end{align*}

since $\hat{j}(i_3-1) \geq \hat{j}(i_2), \hat{j}(i_3-1) \geq \hat{j}(t)$ for all $t: i_1 + r + 1 \leq t \leq i_3 - 2$, and (2.3). Q.E.D.

**Corollary 6.** Let $\hat{j} \in M$ be a 2-peaked strategy such that $\hat{j} = [\hat{j}(1), \cdots, \hat{j}(i_1), \hat{j}(i_1 + 1), \cdots, \hat{j}(i_2), \hat{j}(i_2+1), \cdots, \hat{j}(i_2+s), \cdots, \hat{j}(i_3), \hat{j}(i_3+1), \cdots, \hat{j}(n)]$. Let $\hat{j}'$ be a 2-peaked strategy
such that \( j' = [\vec{j}(1), \ldots, \vec{j}(i_1), \vec{j}'(i_1+1), \ldots, \vec{j}'(i_2-i_1+s-1), \vec{j}(i_2), \vec{j}(i_2+s+1), \ldots, \vec{j}(i_3), \vec{j}(i_3+1), \ldots, \vec{j}(n)] \) where \( \{\vec{j}'(i_1+1), \ldots, \vec{j}'(i_2-i_1+s-1)\} = \{\vec{j}(i_1+1), \ldots, \vec{j}(i_2-1), \vec{j}(i_2+1), \ldots, \vec{j}(i_2+s)\} \) and \( \vec{j}'(i_1+1) > \cdots > \vec{j}'(i_2-i_1+s-1) > \cdots > \vec{j}'(n) \) when \( \vec{j}(i_1) < \vec{j}(i_3) \), and let \( \vec{j}' = [\vec{j}(1), \ldots, \vec{j}(i_1), \ldots, \vec{j}(i_1+r), \vec{j}'(i_1+r+1), \ldots, \vec{j}'(i_3-2), \vec{j}(i_2), \vec{j}(i_3), \vec{j}(i_3+1), \ldots, \vec{j}(n)] \), where \( \{\vec{j}'(i_1+r+1), \ldots, \vec{j}'(i_3-2)\} = \{\vec{j}(i_1+r+1), \ldots, \vec{j}(i_2-1), \vec{j}(i_2+1), \ldots, \vec{j}(i_3-1)\} \) and \( \vec{j}'(i_1+r+1) > \cdots > \vec{j}'(i_3-2) \) when \( \vec{j}(i_1) < \vec{j}(i_3) \). Then \( f(p, j) > f(p, j') \).

**Proof**: Assume \( \vec{j}(i_1) < \vec{j}(i_3) \). Suppose \( \vec{j}(i_2+s) < \vec{j}(i_1) < \vec{j}(i_2+s+1) \) and \( s \geq 1 \).
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Apply the first half of Lemma 5 \( s \) times, starting with \( \vec{j}(i_2+s) \), then \( \vec{j}(i_2+s-1), \ldots \).

Next assume \( \vec{j}(i_1) > \vec{j}(i_3) \). Apply the second half of Lemma 5, \( (i_3-i_2-1) \) times, starting with \( \vec{j}(i_3-1) \), then \( \vec{j}(i_3-2), \ldots \).

Q.E.D.

Perhaps Corollary 6 and the following lemma can be merged and shortened. But the proof will be complicate in notation if we merge. Thus we do not. Further Corollary 6 in itself says a property of a strategy for the searcher.

**Lemma 7.** Let \( \vec{j} \in M \) be a 2-peaked strategy such that \( \vec{j} = [\vec{j}(1), \ldots, \vec{j}(i_1), \ldots, \vec{j}(i_2), \vec{j}(i_2+1), \ldots, \vec{j}(i_3), \vec{j}(i_3+s), \ldots, \vec{j}(n)] \), where \( \vec{j}(i_1) < \vec{j}(i_2+1) \) and \( \vec{j}(i_3+s) > \vec{j}(i_1) > \vec{j}(i_3+s+1) \). Let \( \vec{j}' = [\vec{j}(1), \ldots, \vec{j}(i_1), \vec{j}(i_2+1), \ldots, \vec{j}(i_3), \vec{j}(i_3+s), \vec{j}'(i_3+s-i_2+i_1+1), \ldots, \vec{j}'(n)] \) where \( \{\vec{j}'(i_3+s-i_2+i_1+1), \ldots, \vec{j}'(n)\} = \{\vec{j}(i_1+1), \ldots, \vec{j}(i_2), \vec{j}(i_3+s+1), \ldots, \vec{j}(n)\} \) and \( \vec{j}'(i_3+s-i_2+i_1+1) > \cdots > \vec{j}'(n) \). Then \( f(p, j) > f(p, j') \).

**Proof:**

![Figure 5](image-url)
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Let \( u = i_2 - i_1 \). Observing that for \( t \) with \( t \geq i_3 + 1 \),

\[
d(0, \hat{y}(i_1)) + d(\hat{y}(i_2), \hat{y}(i_1)) + d(\hat{y}(i_3), \hat{y}(i_2)) + d(\hat{y}(t), \hat{y}(i_3)) = 2d(\hat{y}(i_1), \hat{y}(i_2)) + d(0, n) + d(n, \hat{y}(t)),
\]

\[
f(p, \hat{y}) = \cdots + \sum_{t=i_1+1}^{i_2} p_{\hat{y}(t)} \{ d(0, \hat{y}(i_1)) + d(\hat{y}(t), \hat{y}(i_1)) + \sum_{w=1}^{t} c(\hat{y}(w)) \}
+ \sum_{t=i_2+1}^{i_3} p_{\hat{y}(t)} \{ d(0, \hat{y}(i_1)) + d(\hat{y}(i_2), \hat{y}(i_1)) + d(\hat{y}(t), \hat{y}(i_2)) + \sum_{w=1}^{t} c(\hat{y}(w)) \}
+ \sum_{t=i_3+1}^{i_2+s} p_{\hat{y}(t)} \{ 2d(\hat{y}(i_1), \hat{y}(i_2)) + d(0, n) + d(n, \hat{y}(t)) + \sum_{w=1}^{t} c(\hat{y}(w)) \}
+ \sum_{u} \sum_{r=1}^{i_3+s+k_1+\ldots+k_r} p_{\hat{y}(t)} \{ 2d(\hat{y}(i_1), \hat{y}(i_2)) + d(0, n) + d(n, \hat{y}(t)) \}
+ \sum_{w=1}^{t} c(\hat{y}(w)) \} + \cdots.
\]

On the other hand, seeing that \( \hat{y}' \) is 1-peaked,

\[
f(p, \hat{y}') = \cdots + \sum_{t=i_1+1}^{i_3} p_{\hat{y}'(t)} \{ d(0, \hat{y}(t)) + \sum_{w=1}^{i_1} c(\hat{y}(w)) + \sum_{w=i_1+1}^{t} c(\hat{y}(w)) \}
+ \sum_{t=i_3+1}^{i_3+s} p_{\hat{y}'(t)} \{ d(0, n) + d(n, \hat{y}(t)) + \sum_{w=1}^{i_1} c(\hat{y}(w)) \}
+ \sum_{r=1}^{u} \sum_{t=i_3+s+k_1+\ldots+k_r} p_{\hat{y}'(t)} \{ d(0, n) + d(n, \hat{y}(t)) + \sum_{w=1}^{i_1} c(\hat{y}(w)) \}
+ \sum_{w=i_1+1}^{t} c(\hat{y}(w)) \} + \sum_{w=1}^{i_1} c(\hat{y}(w)) + \sum_{w=i_1+1}^{i_1+t} c(\hat{y}(w)) \}
+ \cdots.
\]

Hence,

\[
f(p, \hat{y}) - f(p, \hat{y}') = A + B.
\]
where

\[
A = 2 \sum_{t=i_2+1}^{i_3} p_{\tilde{j}(t)} d(\tilde{j}(i_1), \tilde{j}(i_2)) + 2 \sum_{t=i_1+1}^{i_3+s} p_{\tilde{j}(t)} d(\tilde{j}(i_1), \tilde{j}(i_2)) \\
+ 2 \sum_{r=1}^{u} \sum_{t=i_3+s+k_1 + \ldots + k_r}^{i_3+s+k_1 + \ldots + k_r} p_{\tilde{j}(t)} d(\tilde{j}(i_1), \tilde{j}(i_2)) - 2 \sum_{r=1}^{u} p_{\tilde{j}(i_1+r)} d(\tilde{j}(i_1), n) \\
= 2d(\tilde{j}(i_1), \tilde{j}(i_2)) \sum_{t=i_2+1}^{i_3+s} p_{\tilde{j}(t)} - 2d(\tilde{j}(i_1), n) \sum_{r=1}^{u} p_{\tilde{j}(i_1+r)} \\
+ 2 \sum_{r=1}^{u} \sum_{t=i_3+s+k_1 + \ldots + k_r}^{i_3+s+k_1 + \ldots + k_r} p_{\tilde{j}(t)} d(\tilde{j}(i_1), \tilde{j}(i_2)) \\
\geq 2 \sum_{r=1}^{u} \sum_{t=i_3+s+k_1 + \ldots + k_r}^{i_3+s+k_1 + \ldots + k_r} p_{\tilde{j}(t)} d(\tilde{j}(i_1), \tilde{j}(i_2)) > 0,
\]

by (2.4). Furthermore,

\[
B = \sum_{t=i_1+1}^{i_3} p_{\tilde{j}(t)} \sum_{w=1}^{i_3-s} c(\tilde{j}(i_1+w)) + \sum_{t=i_1+1}^{i_3+s} p_{\tilde{j}(t)} \sum_{w=1}^{i_3-s} c(\tilde{j}(i_1+w)) \\
+ \sum_{r=1}^{u} \sum_{t=i_3+s+k_1 + \ldots + k_{r-1}+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} p_{\tilde{j}(t)} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) - \sum_{r=1}^{u} p_{\tilde{j}(i_1+r)} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) \\
= \sum_{w=1}^{i_3+s} c(\tilde{j}(i_1+w)) \sum_{t=i_1+1}^{i_3+s} p_{\tilde{j}(t)} + \sum_{r=1}^{u} p_{\tilde{j}(i_1+r)} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) - \sum_{r=1}^{u} p_{\tilde{j}(i_1+r)} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) \\
= \sum_{w=1}^{i_3+s} c(\tilde{j}(i_1+w)) \sum_{t=i_1+1}^{i_3+s} p_{\tilde{j}(t)} - \sum_{r=1}^{u} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) \sum_{t=i_1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} p_{\tilde{j}(i_1+r)} \\
+ \sum_{r=1}^{u} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) \sum_{t=i_1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} p_{\tilde{j}(i_1+r)} \\
- \sum_{r=1}^{u} \sum_{w=t+1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} c(\tilde{j}(w)) \sum_{t=i_1}^{i_3+s+k_1 + \ldots + k_{r-1}+1} p_{\tilde{j}(i_1+r)} \\
> 0,
\]

by (2.3). Q.E.D.

Lemma 7'. Let \( \tilde{j} \in \mathcal{M} \) be a 2-peaked strategy such that \( \tilde{j} = [\tilde{j}(1), \ldots, \tilde{j}(i_1), \ldots, \tilde{j}(i_2), \tilde{j}(i_3), \ldots, \tilde{j}(n)] \), where \( \tilde{j}(i_1) > \tilde{j}(i_3) \) and \( \tilde{j}(i_1+s) > \tilde{j}(i_3) > \tilde{j}(i_1+s+1) \). Let \( \tilde{j}' = [\tilde{j}'(1), \ldots, \tilde{j}'(i_1), \ldots, \tilde{j}'(i_1+s), \tilde{j}'(i_3+s+2), \ldots, \tilde{j}'(n)], \) where \( \{\tilde{j}'(i_1+s+2), \ldots, \tilde{j}'(n)\} = \{\tilde{j}(i_1+s+1), \ldots, \tilde{j}(i_2), \tilde{j}(i_3+1), \ldots, \tilde{j}(n)\} \) and \( \tilde{j}(i_3) > \tilde{j}'(i_3+s+2) > \ldots > \tilde{j}'(n) \). Then \( f(p, \tilde{j}) > f(p, \tilde{j}') \).
Proof: Let \( u = i_2 - i_1 \). Noting that \( i_3 = i_2 + 1 \),

\[
f(p, \dot{j}) = \cdots + \sum_{t=i_1 + s + 1}^{i_2} p_{\dot{j}(t)} \left\{ d(0, \dot{j}(i_1)) + d(\dot{j}(t), \dot{j}(i_1)) + \sum_{w=1}^{t} c(\dot{j}(w)) \right\} \\
+ p_{\dot{j}(i_2 + 1)} \left\{ d(0, \dot{j}(i_1)) + d(\dot{j}(i_2), \dot{j}(i_1)) + d(\dot{j}(i_2 + 1), \dot{j}(i_2)) + \sum_{w=1}^{i_3} c(\dot{j}(w)) \right\} \\
+ \sum_{r=0}^{u-s-1} \sum_{t=i_2 + 1 + k_0 + \ldots + k_r}^{i_2+1} p_{\dot{j}(t)} \left\{ d(0, \dot{j}(i_1)) + d(\dot{j}(i_2), \dot{j}(i_1)) + \sum_{w=1}^{t} c(\dot{j}(w)) \right\} \\
+ d(\dot{j}(i_2 + 1), \dot{j}(i_2)) \cdots + \cdots.
\]

On the other hand, seeing that \( \dot{j}' \) is 1-peaked,

\[
f(p, \dot{j}') = \cdots + p_{\dot{j}(i_2 + 1)} \left\{ d(0, \dot{j}(i_1)) + d(\dot{j}(i_2 + 1), \dot{j}(i_1)) + \sum_{w=1}^{i_3+s} c(\dot{j}(w)) + c(\dot{j}(i_2 + 1)) \right\} \\
+ \sum_{r=0}^{u-s-1} \sum_{t=i_2 + 1 + k_0 + \ldots + k_r}^{i_2+1} p_{\dot{j}(t)} \left\{ d(0, \dot{j}(i_1)) + d(\dot{j}(t), \dot{j}(i_1)) + \sum_{w=1}^{t} c(\dot{j}(w)) \right\} \\
+ \sum_{r=1}^{u-s} \sum_{t=i_2 + 1 + k_0 + \ldots + k_{r-1}}^{i_2+1} p_{\dot{j}(i_1 + s + r)} \left\{ d(0, \dot{j}(i_1)) + d(\dot{j}(i_1 + s + r), \dot{j}(i_1)) + \sum_{w=1}^{t} c(\dot{j}(w)) - \sum_{w=i_1 + s + r + 1}^{i_2} c(\dot{j}(w)) \right\} \\
+ \cdots.
\]

Hence,

\[
f(p, \dot{j}) - f(p, \dot{j}') = A + B,
\]

where

\[
A \equiv p_{\dot{j}(i_2 + 1)} 2d(\dot{j}(i_2 + 1), \dot{j}(i_2)) \\
+ \sum_{r=0}^{u-s-1} \sum_{t=i_2 + 1 + k_0 + \ldots + k_r}^{i_2+1} p_{\dot{j}(t)} 2d(\dot{j}(i_2 + 1), \dot{j}(i_2)) > 0.
\]
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Further,

\[ B = p_{j_{i+1}} \sum_{w=t_1 + s+1}^{t_2} c(j(w)) + \sum_{r=0}^{u-s-1} \sum_{i_1 + k_0 + \ldots + k_r} p_j(t) \sum_{w=t_1 + s+r+1}^{t_2} c(j(w)) \]

\[ - \sum_{r=1}^{u-s} p_j(i_1 + s+r) \sum_{w=t_3}^{i_3 + k_0 + \ldots + k_{r-1}} c(j(w)) \]

\[ = p_{j_{i+1}} \sum_{w=t_1 + s+1}^{t_2} c(j(w)) - \sum_{r=1}^{u-s} p_j(i_1 + s+r)c(j(i_3)) \]

\[ + \sum_{t=t_3 + k_0 + \ldots + k_{r-2} +1}^{i_3 + k_0 + \ldots + k_{r-1}} p_j(t) \sum_{w=t_1 + s+r}^{t_2} c(j(w)) - \sum_{r=1}^{u-s} p_j(i_1 + s+r) \sum_{w=t_3+1}^{i_3 + k_0 + \ldots + k_{r-1}} c(j(w)) \]

\[ = p_{j_{i+1}} \sum_{w=t_1 + s+1}^{t_2} c(j(w)) - \sum_{r=1}^{u-s} p_j(i_1 + s+r)c(j(i_3)) \]

\[ + \sum_{t=1}^{u-s} \sum_{r=1}^{k_{r-1}} p_j(i_3 + k_0 + \ldots + k_{r-2} + t) \sum_{w=t}^{u-s} c(j(i_1 + s + w)) \]

\[ - \sum_{r=1}^{u-s} p_j(i_1 + s+r) \sum_{t=1}^{k_{r-1}} c(j(i_3 + k_0 + \ldots + k_{r-2} + w)) \]

\[ = \sum_{r=1}^{u-s} p_j(i_3)c(j(i_1 + s + r)) - p_j(i_1 + s+r)c(j(i_3)) \]

\[ + \sum_{t=1}^{u-s} \sum_{r=1}^{k_{r-1}} p_j(i_3 + k_0 + \ldots + k_{r-2} + t)c(j(i_1 + s + w)) \]

\[ - p_j(i_1 + s+w)c(j(i_3 + k_0 + \ldots + k_{r-2} + t)) \]

\[ > 0, \quad \text{by (2.3).} \]

Q.E.D.

**Corollary 8.** For any \( j \in M \setminus M_1 \), there is \( j' \in M_1 \) such that \( f(p, j) > f(p, j') \).

**Proof:** Suppose \( j \in M \) is \( h \)-peaked \( (h \geq 2) \). Let \( j' \in M \) be a 1-peaked strategy which is transferred from \( j \) by repeated operations indicated in Corollary 6, Lemma 7 and Lemma 7'. Then \( f(p, j) \geq f(p, j') \).

Q.E.D.

This corollary implies Theorem 1.

### 4. A Remark
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It is interesting to compare the condition $z(i) > b(i)$ in (2.10) with the condition $p_i > v(i)$ in Lemma 5.3 of [6]. Let $w(m,i) \equiv mc(i) + 2 \max\{d(0,i),d(i,n)\}$ for $i = 1, \ldots, n$ and $m = 1, 2, \ldots$. Let $c_{\min}^i \equiv \min\{c(i') : i' \neq i\}$ for $i = 1, \ldots, n$. Define

$$v_m(i) \equiv w(m,i)/[w(m,i) + c_{\min}^i] \text{ and}$$

$$v(i) \equiv \min\{v_m(i) : m = 1, 2, \ldots\}.\$$

Since $v_m(i)$ is increasing in $m$, we have $v(i) = v_1(i)$. Assume $d(i,j) = |j - i|$ for all $i, j$, and $c(i) = c$ for all $i$. Then, if $n \geq 3$, the condition $p_1 > v(1)$ becomes $p_1 > [c + 2(n - 1)]/[2c + 2(n - 1)]$. On the other hand, $z(2) > b(2)$ becomes $p_1 > c/[nc + 2(n - 1)]$. Thus two conditions are different. (2.1) and (2.3) imply $p_1 < 1/n$ since $c(1) = \ldots = c(n)$. We have $[c + 2(n - 1)]/[2c + 2(n - 1)] > 1/n$. Thus Lemma 5.3 in [6] may not apply at least for $i = 1$. In [6] conditions are discussed in a more general setting. Indeed, overlooking probabilities are kept in mind. This seems to make the analysis more difficult.
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