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Abstract This paper develops a stochastic volatility model, which overcomes the Black-Scholes model tendency to overprice near at-the-money options and underprice deep out or in-the-money options. In contrast to the previous literature that assumes diffusion volatilities, this paper assumes that the volatility follows a Markov chain on a discrete state space. This intuitive approach has easier mathematics and, by taking limit, the diffusion results can be obtained. By generalizing the binomial model to the Markovian volatility model, a recursive pricing scheme is first developed, under a particular assumption on preference to the volatility dynamics, and then a continuous time result by taking limit. The both discrete and continuous models give general conditions under which the call value is increasing in the current volatility. Also, based on the local convexity and concavity of the Black-Scholes equation in volatility, we explain why the deficits of the Black-Scholes equation take place. Some numerical experiments are also given to support our results.

1 Introduction

Black and Scholes (BS) equation [2] has been widely recognized as a useful tool to determine the price of a call option written on a stock whose price fluctuation obeys a geometric Brownian motion process. Despite of the questionable Brownian motion assumption, the very reason that the BS equation is so widely used is its easily computable form. However, it has been pointed out that the BS equation involves problems that are intolerable for practitioners (see, e.g., Rubinstein [26]). For example, the BS equation works poorly (underprices) for deep out or in-the-money options whereas it overprices near-at-the-money options (see, e.g., Finnerty [9] and MacBeth and Merville [20]). A natural way to overcome such deficits of the BS equation is to construct a model that allows for the volatility of stock returns to change over time, since the volatility is the only parameter taken from stock prices into the BS equation, and also since there is some empirical evidence that indicates that the volatility does change.

Since 1987, many papers concerning option pricing with stochastic volatility have been published, most of which assume that the volatility follows a diffusion process. For example, Hull and White [15] and Wiggins [30] use a geometric Brownian motion as the volatility dynamics, Scott [27] and Stein and Stein [28] an Ornstein-Uhlenbeck process, whereas Johnson and Shanno [17], Bailey and Stulz [1] and Heston [13] assume a square root process (see, e.g., Cox, Ingersoll and Ross [6]) or its slight generalization. Since, in those models, there

1 Another way to do this may be to use a fat-tailed process as the stock price process. Assuming Naik and Lee's equilibrium pricing [24], Madan and Milne [21] derive an approximate call option price when the variance Gamma (VG) process [22] is used as the uncertainty driving the stock price, and compare it with the BS price. They conclude through numerical experiences that VG values are typically higher than BS values especially for out-of-the-money options.

2 Föllmer and Schweizer [10] consider a very general model and develop a pricing scheme for contingent claims in an incomplete market by a remaining-risk-minimization strategy.

3 As Bailey and Stulz [1] point out, the economic relevance of stochastic volatility option models depends
are two assets in the market consisting of one risky stock and one riskless bond and since volatility is not a traded asset, the market is incomplete so that options written on the stock can not be priced by the usual arbitrage arguments (see, e.g., Harrison and Pliska [12]). In order to price such contingent claims, we need to determine the "price of volatility risk". Wiggins [30] uses an intertemporal general equilibrium model of Cox, Ingersoll and Ross [5] and shows that the case of a representative investor with log-utility leads to the price of volatility risk being zero, where the option is assumed to be written on a market portfolio whose price process is uncorrelated to the volatility process (see also Stein and Stein [28]). Heston [13] makes a particular assumption on the price of volatility risk while Bailey and Stulz [1] relate the volatility dynamics to the interest rate dynamics and then make use of a result of Cox, Ingersoll and Ross [6]. Hull and White [15] and others assume that investors' attitude to volatility risk is neutral, i.e., the price of volatility risk is a priori assumed to be zero. Each of these assumptions is sufficient to price all contingent claims and they obtain respective partial differential equations which option pricing must satisfy. Furthermore, for the case that the stock price process and the volatility dynamics are independent of each other, Hull and White [15] and Scott [27] show that the solution is given as an integral of the BS equation with respect to the distribution function of the volatility dynamics. Therefore, in principle, the option price can be evaluated numerically. Unfortunately, however, these formulas are very difficult to compute so that they ought to go into either approximations or Monte Carlo simulation. Although they found through extensive numerical works that the stochastic volatility models are better at explaining actual option prices, the computational difficulty often makes the models impractical.

On the other hand, from the points of view of model construction, it is unclear why the volatility dynamics should have a continuous path. For example, many practitioners feel that there are two situations, in one of which a stock price fluctuates up and down quickly and in the other its movement is relatively slow. The two cases, of course, correspond to the situations of high volatility and of low volatility, respectively. In Figure 1, we plotted historical volatilities of daily returns on IBM during 1990, where volatility values are calculated as a moving standard deviation of 20 days. It can be observed that the periods before September and after November have a low level of volatility and the other a high volatility. Although, more generally, we may need to assume multi-levels of volatility\(^4\), a discrete model is attractive because of the following reasons: First, under some regularity conditions, many continuous models can be obtained as limits of the corresponding discrete models. Second, discrete models can describe our intuitions behind more directly, and third, the mathematics used is usually more elementary and transparent. In this paper, assuming that the volatility dynamics follows a Markov chain on a discrete state space, we construct a simple stochastic volatility model and derive an option pricing scheme.

This paper is organized as follows. In the next section, we develop a discrete-time model in which the stochastic law of volatility is described in terms of a discrete-time Markov chain. This model can be regarded as an extension of the binomial model of Cox, Ross and Rubinstein [7]. Under a particular assumption on preference to the volatility dynamics, a recursive pricing scheme is developed for European call options. Based on this formula, we then show that, if the underlying Markov chain is stochastically monotone, the higher current volatility the higher the option price. This conclusion affirms a well recognized phenomenon in actual option prices. In Section 3, we then derive a continuous-time model by shrinking both the size of movement of the stock price and the time scale at the same time, but not the state of volatility. The continuous-time model has a geometric Brownian motion process as the stock price process with a continuous-time Markovian volatility on a discrete state space. Since any diffusion process can be approximated by a birth-death

\(^4\)For example, in Figure 2, it may be plausible to assume 4 levels of volatility.
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Figure 1. IBM Historical Volatility

Figure 2.ITT Historical Volatility
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process\(^5\), our model includes the existing stochastic volatility models mentioned above as limit. An explicit call valuation formula is given when the volatility can take one of two values. More generally, when possible volatility values are all sufficiently high or sufficiently low so that the BS equation is globally convex or concave in volatility, lower and upper bounds are given for the call value under the Markovian volatility. These results in turn explain explicitly why the BS equation underprices deep out or in-the-money options and overprices near at-the-money options. Some numerical experiments are given to support our results. It is observed that, for realistic parameter values, the BS equation is usually globally convex or concave, and that the bounds on Markovian volatility prices are tight for near at-the-money options maturing within one year. Finally, in Section 4, we conclude this paper.

2 The Discrete-time Model

In this section, we develop the framework of the discrete option pricing model with Markovian volatilities. Throughout this paper, it is assumed that the market is frictionless with no dividends paid, and consists of one risky stock and one riskless bond. The rate of return on the bond over each period is constant, say \( p - 1 \) with \( p > 1 \). To describe the movement of stock price, we introduce a stochastic process that represents the state of some underlying conditions of the market. Let \( X_n \) denote the underlying state at time \( n \) and suppose that \( \{X_n, n = 0, 1, \ldots \} \) follows a discrete-time, irreducible and time-homogeneous Markov chain defined on the state space \( S = \{1, 2, \ldots , m\} \), \( m \) possibly infinite, which is governed by the stationary transition probability matrix \( F = (f_{ij}) \), where

\[
f_{ij} = \Pr[X_{n+1} = j|X_n = i], \quad i, j \in S.
\]

The underlying conditions are assumed to include all that affect the change of the stock price. The Markov chain will be called the underlying process of the stock. When \( X_n = i, i \in S \), the rate of return on the stock over each period has two possible values: \( u_i - 1 \) with probability \( \alpha_i \) or \( d_i - 1 \) with probability \( 1 - \alpha_i \). That is, using the notation in Cox, Ross and Rubinstein [7], the stock price movement is described as

\[
S \rightarrow u_iS, \quad \text{with probability } \alpha_i, \\
d_iS, \quad \text{with probability } (1 - \alpha_i),
\]

where we assume that \( u_i > \rho > d_i \) for all \( i \in S \). For a moment, we also assume that the underlying process \( \{X_n\} \) is independent of the stock price movement\(^6\).

Let \( C_t(n, S, K) \) denote the price of a European call option written on the stock when the current stock price is \( S \), the time to maturity \( n \), the exercise price \( K \) and the current underlying state \( i \). It is evident that \( C_t(0, S, K) = \max\{S - K, 0\} \) for all \( i \in S \). In order to describe our model explicitly, we begin by the one-period model. In this case, since investors recognize the current underlying state and therefore the stock price movement (2.1), and since the underlying state at the terminal epoch is irrelevant to the option pricing, they can construct the unique hedging portfolio exactly as in Equation (1) of Cox, Ross and Rubinstein [7]. Hence, the price of the call is uniquely determined as

\[
C_i(1, S, K) = \rho^{-1}[p_i \max\{u_iS - K, 0\} + (1 - p_i) \max\{d_iS - K, 0\}],
\]

where the "risk-neutral probabilities" \( p_i \) are given by

\[
p_i = \frac{\rho - d_i}{u_i - d_i}; \quad 1 - p_i = \frac{u_i - \rho}{u_i - d_i}, \quad i \in S.
\]

\(^5\)For example, an Ornstein-Uhlenbeck process is approximated by the Ehrenfest urn model and a Brownian motion by the simple random walk. See, e.g, Karlin and Taylor [18] for details.

\(^6\)More rigorously, we assume that the process \( \{X_n\} \) is independent of the number of up jumps in the option's life.
We next consider the two-period model. In this case, since investors do not know the underlying state at the next period, they can not construct a "complete" hedging portfolio. In fact, there are $2m$ possible states at time 1 so that the market is incomplete. Thus, as mentioned in Section 1, we need to give the price of volatility risk by some means. In what follows, we do not take the usual course of equilibrium pricing (see Section 1), but rather make some assumptions on preference to the volatility dynamics. As we shall show, the assumptions make the "martingale probability" unique so as to determine the option price. Not surprisingly, our option pricing turns out to estimate the price of volatility risk to be zero, as in many of former studies.

Let $p^*_j(u_i)$ and $p^*_j(d_i)$ satisfy

$$
\sum_{j=1}^{m} [u_i p^*_j(u_i) + d_i p^*_j(d_i)] = \rho; \quad \sum_{j=1}^{m} [p^*_j(u_i) + p^*_j(d_i)] = 1.
$$

(2.4)

Then, $p^*_j(u_i)$ and $p^*_j(d_i)$ are called martingale probabilities corresponding to up and down, respectively, of the stock price at the next period when the underlying state at time 1 is $j \in S$. According to the martingale theory of Harrison and Kreps [11], if (2.4) holds, the no arbitrage price for the call option is given by

$$
C_i(2, S, K) = \rho^{-1} \sum_{j=1}^{m} [p^*_j(u_i) C_j(1, u_i S, K) + p^*_j(d_i) C_j(1, d_i S, K)].
$$

(2.5)

Note that there are infinitely many $p^*_j(u_i)$ and $p^*_j(d_i)$ that satisfy (2.4).

Consider a representative investor who has a utility function $U(i, j)$ to the movement from state $i$ to state $j$ of the underlying process $\{X_n\}$. This utility function is cardinal (see, e.g., Ingersoll [16]) but, other than this, no restriction is made for a moment (see Lemma 2.1 below). Since the investor knows the stochastic law $F = (f_{ij})$ of the Markov chain $\{X_n\}$ and the risk-neutral probabilities $p_i$ in (2.3) for the one-period case, it may be plausible to assume that

$$
p^*_j(u_i) = p_i f_{ij} U(i, j); \quad p^*_j(d_i) = (1 - p_i) f_{ij} U(i, j).
$$

(2.6)

Then, the two-period option price (2.5) is given by the discounted expectation of the utility times the one-period option price. To be more specific, let $R$ be a random variable that, given $X_0 = i$, equals $u_i$ with probability $p_i$ or $d_i$ with probability $1 - p_i$. Then, the two-period price is given by

$$
C_i(2, S, K) = \rho^{-1} E[U(i, X_1) C_X(1, RS, K) | X_0 = i].
$$

(2.7)

Intuition behind (2.7) is the following. If the investor gets high (low, respectively) utility by the transition from state $i$ to state $X_1$ then the one-period price $C_X(1, RS, K)$ is evaluated with a higher (lower) weight $U(i, X_1)$. On the other hand, if the investor does not care the transition, then he will value the call only based on the expectation. As a consequence, this case leads to

$$
C_i(2, S, K) = \rho^{-1} \left[ p_i \sum_{j=1}^{m} f_{ij} C_j(1, u_i S, K) + (1 - p_i) \sum_{j=1}^{m} f_{ij} C_j(1, d_i S, K) \right].
$$

(2.8)

This, of course, corresponds to the case that the investor's attitude to volatility risk is neutral, i.e. the price of volatility risk is zero.

---

7 If $m < \infty$, the remaining-risk-minimization strategy of Föllmer and Schweizer [10] and Hofmann, Platen and Schweizer [14] also give the same price.

8 Since the analysis that follows is irrelevant to the utility of wealth, no restriction on the von Neumann and Morgenstern utility function is made either.
The next lemma shows that if $U(i,j)$ is of a particular form then the martingale probabilities bear risk-neutrality.

**Lemma 2.1.** Suppose that the martingale probabilities are given as in (2.6). If $U(i,j) = U(j)/U(i)$, where $U(i)$ is bounded, and if the Markov chain $\{X_n\}$ is recurrent, then $U(i,j) = 1$ for all $i, j \in S$, i.e., the investor's preference to the movement of the underlying process is indifference.

**Proof.** From (2.4), (2.6) and the assumptions, one has

\[
\sum_{j=1}^{m} f_{ij} U(j) = U(i), \quad i \in S. \tag{2.9}
\]

But, since the Markov chain is recurrent, the only bounded solution to (2.9) is constant (see Blackwell [3]). Hence, $U(i,j) = 1$. \qed

The assumption $U(i,j) = U(j)/U(i)$ in Lemma 2.1 may be justified as follows. For each state $i \in S$, some "potential utility" $U(i)$ is assigned. If the current state is preferable to the investor, the transition to state $j$ may be relatively less preferable. If, on the other hand, the current state is not preferable, he may be relatively more satisfied by any transition. The assumption $U(i,j) = U(j)/U(i)$ will describe this sort of situation.

In order to develop the multi-period model, we assume that the investor's utility to the movement of the underlying process $\{X_n\}$ is Markovian and stationary in time. That is, if the current state of $\{X_n\}$ is $i$ with history $\{i_0, \cdots, i_{n-1}\}$, then the utility by the transition to state $j$ is merely given by $U(i,j)$ \(^9\). Then, under the conditions of Lemma 2.1, the investor's attitude to volatility risk is neutral and the option price is given by (2.8).

Theorem 2.1. Suppose that the investor's utility to the movement of the underlying process $\{X_n\}$ is Markovian and stationary in time, and suppose that the martingale probabilities are given as in (2.6). If $U(i,j) = U(j)/U(i)$, where $U(i)$ is bounded, and if the Markov chain $\{X_n\}$ is recurrent, then the call option price is determined by the recursion formula

\[
C_i(n, S, K) = \rho^{-1} \sum_{j=1}^{m} f_{ij} [p_j C_j(n-1, u_i S, K) + (1 - p_j) C_j(n-1, d_i S, K)], \tag{2.10}
\]

starting with $C_i(0, S, K) = \max\{S - K, 0\}$. \qed

**Remark 2.1.** The recursive pricing scheme developed in Theorem 2.1 has a numerical intractability, because the computational complexity grows according to $2^m$. However, it is useful as a milestone in the development of our Markovian volatility option pricing model, as we shall see below. \qed

In what follows, we investigate some properties of the option pricing with Markovian volatilities given by (2.10). The Markov chain $\{X_n\}$ is said to be stochastically monotone if its transition probabilities $f_{ij}$ satisfy

\[
\sum_{j=1}^{\ell} f_{ij} \geq \sum_{j=1}^{k} f_{kj} \quad \text{for all } i \leq k \text{ and for all } \ell \in S \tag{2.11}
\]

(see, e.g., Keilson [19]). The next result supports a well recognized phenomenon in actual option prices.

\[^9\text{In general, the utility may depend on the path of } \{X_n\} \text{ and the time. For such a general case, it will be given by } U_n(i_0, \cdots, i_{n-1}, i, j).\]
Theorem 2.2 Suppose that \( u_1 \geq \cdots \geq u_m > \rho > d_m \geq \cdots \geq d_1 \). If the underlying Markov chain is stochastically monotone, then \( C_i(n, S, K) \) is non-increasing in \( i \in S \).

**Proof.** The proof proceeds by induction. For \( n = 1 \), note from (2.2) and (2.3) that \( \rho C_i(1, S, K) \) is evaluated at \( x = \rho S \) of the straight line

\[
y_i = \frac{g(u_i S) - g(d_i S)}{u_i S - d_i S} (x - d_i S) + g(d_i S), \quad d_i S \leq x \leq u_i S,
\]

where \( g(x) = \max\{x - K, 0\} \). Since \( g(x) \) is convex, the straight lines are ordered as \( y_1 \geq \cdots \geq y_m \) for \( d_m S \leq x \leq u_m S \), if \( u_i \) and \( d_i \) are given as in the theorem. Hence, the theorem follows for \( n = 1 \).

Now, suppose that \( C_i(n - 1, S, K) \geq C_j(n - 1, S, K) \) for \( i < j \). Recalling Merton’s result [23] that \( C_k(n - 1, S, K) \) are convex in \( S \), the same argument as for \( n = 1 \) goes through to prove that

\[
p_i C_k(n - 1, u_i S, K) + (1 - p_i) C_k(n - 1, d_i S, K) \geq p_j C_k(n - 1, u_j S, K) + (1 - p_j) C_k(n - 1, d_j S, K), \quad i < j,
\]

from which

\[
\rho C_j(n, S, K) \leq \sum_{k=1}^{m} f_{jk} [p_i C_k(n - 1, u_i S, K) + (1 - p_i) C_k(n - 1, d_i S, K)]. \tag{2.12}
\]

Also, from (2.10) and since \( f_{ik} = \sum_{t=1}^{k} f_{it} - \sum_{t=1}^{k-1} f_{it} \) with understanding that the empty sum equals 0, one has

\[
\rho C_i(n, S, K) = \sum_{k=1}^{m} \sum_{t=1}^{k} f_{it} [p_i \{ C_k(n - 1, u_i S, K) - C_{k+1}(n - 1, u_i S, K) \} + (1 - p_i) \{ C_k(n - 1, d_i S, K) - C_{k+1}(n - 1, d_i S, K) \}]. \tag{2.13}
\]

Since \( C_k(n - 1, S, K) \) is non-increasing in \( k \) by the induction hypothesis, the curly bracket terms in the right hand side of (2.13) are all non-negative. The desired monotonicity of \( C_i(n, S, K) \) then follows from (2.11) through (2.13), proving the theorem. \( \square \)

A couple of remarks are suitable at this point.

**Remark 2.2.** It is well known that the BS equation is non-decreasing with respect to volatility (see, e.g., Cox and Rubinstein [8]). However, this comparability result holds only in the sense of statics, since the volatility there is held fixed over time. In practice where the volatility is changing over time, it is observed that the higher current volatility the higher the option price. Theorem 2.2 affirms it if the underlying Markov chain is stochastically monotone. Since any strong Markov process whose sample path is continuous can be approximated by a stochastically monotone Markov chain (see, e.g., Keilson [19]), the result in Theorem 2.2 seems to explain, to some extent, the above well recognized phenomenon in practice. \( \square \)

**Remark 2.3.** Suppose that the conditions in Theorem 2.2 hold and the current underlying state is 1. Then, as the time goes by, the underlying process is moving to a higher state with high probability (see, e.g., Keilson [19]). Since the volatility in a higher state is smaller, the value of the call option might be gradually degraded. Therefore, an investor who holds an American call option written on the stock may have an incentive to exercise his right before the maturity. However, as Merton [23] has proved in great generality, rational investors never exercise before the maturity. Indeed, it can be easily verified that \( C_i(n, S, K) \geq \max\{S - K, 0\} \) for any \( i \in S \) and \( n = 1, 2, \cdots \). \( \square \)
Remark 2.4. So far, we have assumed that the rate of return $\rho$ on the bond as well as $u_i$ and $d_i$, $i \in S$, does not change in time. It is possible, as far as concerned with the pricing formula (2.10), that these parameters are allowed to change over time, depending on the whole history. Furthermore, the transition probabilities $f_{ij}$ of the underlying Markov chain can also be dependent on the history. However, as noted in Remark 2.1, the computational complexity becomes much harder, making these generalizations impractical. Finally, we note that the price of a European put option can be obtained by a straightforward extension of the so-called “put-call parity”. □

Suppose that the Markov chain $\{X_n\}$ is ergodic and let $\pi = (\pi_i)$ be the stationary distribution of $\{X_n\}$. $\pi$ is given as the unique row vector satisfying the equation $\pi = \pi F$ with $\sum_{i=1}^{m} \pi_i = 1$. Let

$$ u = \sum_{i=1}^{m} \pi_i u_i; \quad d = \sum_{i=1}^{m} \pi_i d_i. \quad (2.14) $$

Now, consider the following situation. Suppose that the underlying process is not recognized and the rate of return on the stock is estimated by a historical data that consists of a sufficiently long period. Then, the estimated rates of return will be given as in (2.14). Suppose that the binomial model of Cox, Ross and Rubinstein [7] is used to price the call. We call this price the CRR value. It is then of great interest to know the relation between CRR and the average value $\text{AVG} = \sum_{i=1}^{m} \pi_i C_i(n, S, K)$. Note that the latter represents the average price of the calls for a sufficiently long period, if the underlying process is recognized. If the former is greater than the latter then the CRR value overprices, while it underprices otherwise. Unfortunately, however, there seems no mathematical relation between the two prices in the discrete-time model in contrast to the continuous-time counterpart (see Theorem 3.3 for the continuous-time model).

In Example 2.1 below, we perform some numerical experiment for the discrete-time model. However, as indicated in Remark 2.1, we do not intend to show the practical usefulness of this model, but rather infer some intuitions behind.

Example 2.1. In this example, we assume that the underlying conditions have only two states, say good for state 1 and bad for state 2 (cf. Figure 1). The current stock price $S$ is fixed to be 50. We consider two cases where the transition probabilities of the underlying Markov chain $\{X_n\}$ are given by $f_{11} = 0.7$ and $f_{22} = 0.5$ as Case 1, and $f_{11} = f_{22} = 0.4$ as Case 2. Note that $\{X_n\}$ is stochastically monotone if and only if $f_{11} + f_{22} \geq 1$. Hence, Case 1 assumes a stochastically monotone Markov chain while Case 2 does not. In Table 1, various values of $C_i(n, S, K)$, $i = 1, 2$, $\text{AVG} = \sum_{i=1}^{m} \pi_i C_i(n, S, K)$ and CRR are listed. It is explicitly observed that $C_1(n, S, K) > C_2(n, S, K)$ in Case 1, as it should be, and even in Case 2, although this case needs not be. Also, it is interesting to note that the CRR underprices all the cases with even the situation $C_2(n, S, K) > \text{CRR}$ sometimes. □

3 The Continuous-time Model

In this section, we derive an option pricing for the continuous-time model as a limit of (2.10). For this purpose, we let $h$ be the length of each period and assume it sufficiently small. For the underlying process $\{X_n\}$, we set $f_{ij} = q_{ij} h$ for $i \neq j$. The discrete-time Markov chain $\{X_n\}$ then converges in distribution to a continuous-time Markov chain $\{X(t), t \geq 0\}$, on the same state space $S$, governed by the infinitesimal generator $Q = (q_{ij})$ with $q_{ii} = -q_i$ and $q_i = \sum_{j \neq i} q_{ij}$. Throughout this section, we assume that $q_i$ is bounded to eliminate inessential technical difficulties. Now, let $\mu_i$ and $\sigma_i$ denote the instantaneous mean rate of return and the volatility of the stock price of the continuous-time model, respectively, when the underlying process is in state $i$. Then, assuming that the underlying process is independent of the stock price process (see footnote 6 for details), the exactly same
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**Parameters**

\[ r = 1.05, u_1 = 1.10, u_2 = 1.07, d_1 = 0.80, d_2 = 0.90 \]

<table>
<thead>
<tr>
<th>Case 1</th>
<th>( r_1 = \frac{1}{2} )</th>
<th>( r_2 = \frac{1}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>( n )</td>
<td>( C_1(n, S, K) )</td>
</tr>
<tr>
<td>3</td>
<td>15.6841</td>
<td>15.5292</td>
</tr>
<tr>
<td>4</td>
<td>17.2989</td>
<td>17.1986</td>
</tr>
<tr>
<td>5</td>
<td>18.8317</td>
<td>18.7586</td>
</tr>
<tr>
<td>6</td>
<td>20.3482</td>
<td>20.2679</td>
</tr>
<tr>
<td>3</td>
<td>11.6402</td>
<td>11.3819</td>
</tr>
<tr>
<td>4</td>
<td>13.5680</td>
<td>13.3131</td>
</tr>
<tr>
<td>5</td>
<td>15.2525</td>
<td>15.0615</td>
</tr>
<tr>
<td>6</td>
<td>16.8181</td>
<td>16.7064</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>6.4003</td>
</tr>
<tr>
<td>3</td>
<td>8.1316</td>
<td>7.6640</td>
</tr>
<tr>
<td>5</td>
<td>11.9117</td>
<td>11.5752</td>
</tr>
<tr>
<td>6</td>
<td>13.9366</td>
<td>13.5549</td>
</tr>
<tr>
<td>55</td>
<td>2</td>
<td>3.1954</td>
</tr>
<tr>
<td>4</td>
<td>5.9818</td>
<td>5.4764</td>
</tr>
<tr>
<td>5</td>
<td>8.6759</td>
<td>8.2906</td>
</tr>
<tr>
<td>6</td>
<td>10.6554</td>
<td>10.2658</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>0.2205</td>
</tr>
<tr>
<td>3</td>
<td>2.7564</td>
<td>1.7287</td>
</tr>
<tr>
<td>4</td>
<td>4.6659</td>
<td>3.9176</td>
</tr>
<tr>
<td>5</td>
<td>6.1875</td>
<td>5.6873</td>
</tr>
<tr>
<td>6</td>
<td>7.8113</td>
<td>7.3985</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 2</th>
<th>( r_1 = \frac{1}{2} )</th>
<th>( r_2 = \frac{1}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>( n )</td>
<td>( C_1(n, S, K) )</td>
</tr>
<tr>
<td>3</td>
<td>15.6150</td>
<td>15.5225</td>
</tr>
<tr>
<td>4</td>
<td>17.2543</td>
<td>17.1804</td>
</tr>
<tr>
<td>5</td>
<td>18.7861</td>
<td>18.7437</td>
</tr>
<tr>
<td>6</td>
<td>20.2902</td>
<td>20.2421</td>
</tr>
<tr>
<td>3</td>
<td>11.5430</td>
<td>11.3739</td>
</tr>
<tr>
<td>5</td>
<td>15.1441</td>
<td>15.0106</td>
</tr>
<tr>
<td>6</td>
<td>16.7512</td>
<td>16.6751</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>6.1686</td>
</tr>
<tr>
<td>3</td>
<td>8.0427</td>
<td>7.7004</td>
</tr>
<tr>
<td>5</td>
<td>11.7264</td>
<td>11.5085</td>
</tr>
<tr>
<td>55</td>
<td>2</td>
<td>2.9204</td>
</tr>
<tr>
<td>3</td>
<td>5.0875</td>
<td>4.5102</td>
</tr>
<tr>
<td>4</td>
<td>6.8421</td>
<td>5.4480</td>
</tr>
<tr>
<td>5</td>
<td>8.4528</td>
<td>8.2314</td>
</tr>
<tr>
<td>6</td>
<td>10.4084</td>
<td>10.1481</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>0.1206</td>
</tr>
<tr>
<td>3</td>
<td>2.4271</td>
<td>1.7189</td>
</tr>
<tr>
<td>4</td>
<td>4.3564</td>
<td>3.8425</td>
</tr>
<tr>
<td>5</td>
<td>5.9947</td>
<td>5.5981</td>
</tr>
<tr>
<td>6</td>
<td>7.5368</td>
<td>7.2975</td>
</tr>
</tbody>
</table>

Table 1: Option Prices Calculated by Discrete Model

---
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argument as in Cox, Ross and Rubinstein \cite{7J} shows that the stock price process converges in distribution to a stochastic process \(\{S(t), t \geq 0\}\) satisfying the stochastic differential equation

\[
\frac{dS(t)}{S(t)} = \mu X(t) dt + \sigma X(t) dW(t),
\]

where \(\{W(t), t \geq 0\}\) denotes the standard Brownian motion process independent of \(\{X(t)\}\). For the bond price, we set \(\rho = e^{rh}\) in the discrete-time model. The bond price then converges to \(B(t)/B(0) = e^{rt}\).

Let \(C_i(T, S, K)\) be the price of a European call of the continuous-time model, where \(S\) is the current stock price, \(T\) the time to maturity, \(K\) the exercise price and \(i\) the current state of the underlying process. \(C_i(T, S, K)\) can be obtained as a limit of (2.10). The proof of the next theorem is standard and is omitted. Note that the instantaneous mean rates \(\mu_i\) are irrelevant to option pricing.

**Theorem 3.1.** In the above continuous-time model, the option price satisfies the following set of partial differential equations:

\[
\sum_{j=1}^{m} q_{ij} C_j - \frac{\partial C_i}{\partial T} + \frac{1}{2} \sigma_i^2 S^2 \frac{\partial^2 C_i}{\partial S^2} + r S \frac{\partial C_i}{\partial S} - r C_i = 0, \quad i \in S.
\]

**Remark 3.1.** If state \(i\) is absorbing so that \(q_{ij} = 0\) for all \(j \in S\), then (3.2) for \(i \in S\) coincides with the partial differential equation obtained by Black and Scholes \cite{2J}. Also, since \(C_i(T, S, K)\) is derived from (2.10) as a limit, the properties obtained in Section 2 hold under appropriate assumptions. For example, if the continuous-time Markov chain \(\{X(t)\}\) is stochastically monotone (see, e.g., Keilson \cite{19}) and if \(\sigma_1 > \cdots > \sigma_m\), then we have \(C_1(T, S, K) \geq \cdots \geq C_m(T, S, K)\). Since any diffusion process can be approximated by a birth-death process (see footnote 5), which is necessarily stochastically monotone, the above result holds for any diffusion volatility model, provided that the state of volatility is appropriately ordered. \(\square\)

Another look at the solution of (3.2) is as follows. Let \(t_i, i \in S\), denote the random total time that \(\{X(t)\}\) is in state \(i\) during the time interval \([0, T]\). Of course, \(\sum_{i=1}^{m} t_i = T\). Given a realization of \(\{X(t), 0 \leq t \leq T\}\), it is well known that the logarithm of the solution \(S(T)\) of (3.1) is distributed by the normal distribution having the variance \(\sigma^2(T) T\), where

\[
\sigma^2(T) = \frac{1}{T} \sum_{j=1}^{m} t_j \sigma_j^2,
\]

and the option price is given by \(BS(\sigma^2(T))\). Here, \(BS(x)\) denotes the option price obtained from the BS equation having volatility \(\sqrt{x}\), i.e.

\[
BS(x) = S \Phi(\xi) - K e^{-rT} \Phi(\xi - \sqrt{xT}); \quad \xi = \frac{\log(S/K) + rT}{\sqrt{xT}} + \frac{\sqrt{xT}}{2},
\]

where \(\Phi(\xi) = \int_{-\infty}^{\xi} \phi(u) du\) with \(\phi(u) = \frac{1}{\sqrt{2\pi}} e^{-u^2/2}\). Since \(\{W(t)\}\) and \(\{X(t)\}\) are independent of each other, it follows that

\[
C_i(T, S, K) = E[BS(\sigma^2(T)) | X(0) = i], \quad i \in S,
\]

which agrees with the expression obtained in Hull and White \cite{15} and Scott \cite{27}. Unfortunately, however, the probability distribution of \(\sigma^2(T)\) given \(X(0) = i\) is hard to obtain
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except for \( m = 2 \), i.e., the underlying process has 2 states. For \( m = 2 \), it is known (see page 178 in Ross [25]) that,

\[
\Pr[t_1 = T|X(0) = 1] = e^{-q_1 T}
\]

and, for \( s < T \),

\[
\Pr[t_1 \leq s|X(0) = 1] = \sum_{n=1}^{\infty} \frac{e^{-(q_1 + q_2)s}(q_1 + q_2)^n}{n!} 
\]

\[
\times \sum_{k=1}^{n} n C_{k-1} \left( \frac{q_2}{q_1 + q_2} \right)^{k-1} \left( \frac{q_1}{q_1 + q_2} \right)^{n-k} \beta(s/T; k, n-k+1),
\]

where \( \beta \) denotes the beta distribution

\[
\beta(s/T; k, n-k+1) = \sum_{i=k}^{n} n C_i \left( \frac{s}{T} \right)^{i} \left( \frac{s}{T} \right)^{n-i}.
\]

Hence, \( C_1(T, S, K) \) in (3.5) can be obtained from (3.6) through (3.8) as

\[
C_1(T, S, K) = \int_0^T BS \left( \frac{\sigma_1^2 + \sigma_2^2}{T} s \right) dPr[t_1 \leq s|X(0) = 1]
\]

\[
= BS(\sigma_1^2) - \frac{S(\sigma_1^2 - \sigma_2^2)}{2\sqrt{2\pi}} \int_0^T \sqrt{\sigma_2^2T + (\sigma_1^2 - \sigma_2^2)s} \left\{ \frac{[\log(S/K) + rT + (\sigma_1^2T + (\sigma_1^2 - \sigma_2^2)s)/2]^2}{2(\sigma_1^2T + (\sigma_1^2 - \sigma_2^2)s)} \right\} ds.
\]

The last equality in (3.9) follows from integration by parts and since, by an algebra using (3.4), one has

\[
BS'(x) = \frac{S\sqrt{T}}{2\sqrt{x}} \phi(\xi)
\]

(cf. page 221 of Cox and Rubinstein [8]). \( C_0(T, S, K) \) can be obtained similarly.

We next obtain some bounds for (3.5) that are useful in estimating the true value of the option price. For this purpose, the next lemma is the key. In what follows, we write

\[
v(r, T, S, K) = \frac{2}{T}(\sqrt{1 + (\log(S/K) + rT)^2} - 1),
\]

and assume \( \sigma_1 > \cdots > \sigma_m \).

**Lemma 3.1.** The BS equation (3.4) is convex in \( x \) for \( x \leq v(r, T, S, K) \) and is concave otherwise.

**Proof.** From (3.10), one has

\[
BS''(x) = S\sqrt{T} \left[ \frac{-1}{4x\sqrt{x}} \phi(\xi) + \frac{1}{2\sqrt{x}} \frac{d\xi}{dx} \phi'(\xi) \right].
\]

Since \( \phi'(u) = -u\phi(u) \) and since

\[
\frac{d\xi}{dx} = \frac{1}{2x} \left[ -\frac{\log(S/K) + rT}{\sqrt{xT}} + \frac{\sqrt{xT}}{2} \right],
\]

\[
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it follows that
\[ BS''(x) = \frac{S^2}{4x^2} \left( -1 + \frac{(\log(S/K) + rT)^2}{xT} - \frac{xT}{4} \right) \phi(x). \]

The lemma now follows at once. \( \square \)

Let \( \tau_{ij}(T) = E[\tau_j|X(0) = i] \), i.e., \( \tau_{ij}(T) \) denotes the mean time that \( X(t) \) is in state \( j \) during the time interval \([0, T]\) starting from \( X(0) = i \), and let \( \sigma^2_i(T) = E[\sigma^2(T)|X(0) = i] \). Then, from (3.3), one has
\[ \sigma^2_i(T) = \frac{1}{T} \sum_{j=1}^{m} \tau_{ij}(T)\sigma^2_j. \] (3.12)

Also, let
\[ \eta_i = \frac{\sigma^2_i(T) - \sigma^2_m}{\sigma^2_i - \sigma^2_m}, \quad i \in S. \] (3.13)

Note that \( \eta_i\sigma^2_i + (1 - \eta_i)\sigma^2_m = \sigma^2_i(T) \). The next theorem provides an upper and lower bounds for (3.5).

**Theorem 3.2.** For any \( i \in S \), if \( \sigma^2_i \leq \nu = v(r, T, S, K) \) then
\[ BS(\sigma^2_i(T)) \leq C_i(T, S, K) \leq \eta_i BS(\sigma^2_i) + (1 - \eta_i) BS(\sigma^2_m), \] (3.14)
whereas if \( \sigma^2_m \geq \nu \) then
\[ BS(\sigma^2_i(T)) \geq C_i(T, S, K) \geq \eta_i BS(\sigma^2_i) + (1 - \eta_i) BS(\sigma^2_m), \] (3.15)
where \( \sigma^2_i(T) \) and \( \eta_i \) are given in (3.12) and (3.13), respectively.

**Proof.** If \( \sigma^2_i \leq \nu \), since the event \( \sigma^2(T) \leq \sigma^2_i \) is certain, \( BS(x) \) for this case is convex in \( x \) from Lemma 3.1. Hence, the first inequality in (3.14) holds by applying Jensen's inequality to (3.5). To prove the second inequality, let \( \tau \) be the random variable distributed as \( \Pr[\tau = \sigma^2_i] = \eta_i \) and \( \Pr[\tau = \sigma^2_m] = 1 - \eta_i \). Then, since \( \sigma^2_m \leq \sigma^2(T) \leq \sigma^2_i \) with probability one, we have \( \sigma^2(T) \preceq_{\tau} \tau \), where \( \preceq_{\tau} \) denotes the stochastic convex ordering (see, e.g., Stoyan [29]). The desired inequality follows, since \( BS(x) \) is convex in \( x \) for this case so that
\[ E[BS(\sigma^2(T))|X(0) = i] \leq E[BS(\tau)] = \eta_i BS(\sigma^2_i) + (1 - \eta_i) BS(\sigma^2_m). \]

(3.15) follows similarly. \( \square \)

**Remark 3.2.** It is easy to see that
\[ \tau_{ij}(T) = \sum_{k \neq i} \int_{0}^{T} q_{ik}e^{-q_{it}(\delta_{ij}t + \tau_{kj}(T - t))}dt + e^{-q_{it}T}\delta_{ij}, \] (3.16)
where \( \delta_{ij} = 1 \) for \( i = j \) and \( \delta_{ij} = 0 \) otherwise. Taking the Laplace transform in (3.16) with respect to \( T \), one has
\[ \tilde{\tau}_{ij}(s) \overset{\text{def}}{=} \int_{0}^{\infty} e^{-sT}\tau_{ij}(T)dT = \sum_{k \neq i} \frac{q_{ik}}{s + q_{i}}\tilde{\tau}_{kj}(s) + \frac{\delta_{ij}}{s(s + q_{i})}. \]

It follows that, in the matrix form,
\[ \tilde{\tau}_{i}(s) = \frac{1}{s}(sI - Q)^{-1}e_{j}, \] (3.17)
where, \( \hat{\tau}_j(s) \) denotes the column vector whose components are \( \hat{\tau}_{ij}(s) \), \( e_j \) the jth unit vector, \( I \) the identity matrix, and \( Q = (q_{ij}) \) the infinitesimal generator governing the Markov chain \( \{X(t)\} \). \( \tau_{ij}(T) \) are then obtained by inverting (3.17). For example, when \( m = 2 \),

\[
\tau_{11}(T) = \frac{q_2}{q_1 + q_2} T + \frac{q_1}{(q_1 + q_2)^2} [1 - e^{-(q_1 + q_2)T}], \quad \tau_{12}(T) = T - \tau_{11}(T),
\]

\( \tau_{22}(T) \) and \( \tau_{21}(T) \) are obtained by \( q_1 \) and \( q_2 \) being replaced with \( q_2 \) and \( q_1 \), respectively, in the above equation. \( \Box \)

Suppose that the continuous-time Markov chain \( \{X(t)\} \) is ergodic and let \( \pi = (\pi_j) \) be the stationary distribution of \( \{X(t)\} \). Define \( \bar{\sigma}^2 = \sum_{j=1}^m \pi_j \sigma_j^2 \). In the same spirit as for the discrete-time model, we want to compare \( \sum_{j=1}^m \pi_j C_j(T,S,K) \) with \( BS(\bar{\sigma}^2) \). The next result follows from Jensen’s inequality.

**Theorem 3.3.** If \( \sigma_1^2 \leq \nu = \nu(r,T,S,K) \) then

\[
BS(\bar{\sigma}^2) \leq \sum_{j=1}^m \pi_j C_j(T,S,K),
\]

(3.18)

whereas if \( \sigma_m^2 \geq \nu \) then

\[
BS(\bar{\sigma}^2) \geq \sum_{j=1}^m \pi_j C_j(T,S,K).
\]

(3.19)

**Proof.** From the first inequality in (3.14), one has

\[
\sum_{j=1}^m \pi_j BS(\sigma_j^2(T)) \leq \sum_{j=1}^m \pi_j C_j(T,S,K).
\]

(3.20)

But, since \( BS(x) \) is convex in \( x \) if \( \sigma_1^2 \leq \nu \), the left hand side in (3.20) is greater than or equal to \( BS(\sum_{j=1}^m \pi_j \sigma_j^2(T)) \). On the other hand, since

\[
s^2 \hat{\tau}_j(s) - sQ \hat{\tau}_j(s) = e_j
\]

(3.21)

from (3.17) and since \( \pi^t Q = 0 \), premultiplying \( \pi^t \) to (3.21) yields \( s^2 \pi^t \hat{\tau}_j(s) = \pi_j \), where \( ^t \) denotes the transpose. In the real domain, this means that \( \sum_{i=1}^m \pi_i \hat{\tau}_{ij}(T) = \pi_j T \). It follows from (3.12) that:

\[
\bar{\sigma}^2 = \sum_{j=1}^m \pi_j \sigma_j^2(T).
\]

(3.22)

Therefore, (3.18) follows. The proof of (3.19) is similar. \( \Box \)

**Remark 3.3.** It is well known (see, e.g., page 269 of Çinlar [4]) that \( \pi_j = \lim_{T \to \infty} \tau_{ij}(T)/T \) for any \( i \in S \) so that, from (3.12),

\[
\bar{\sigma}^2 = \lim_{T \to \infty} \frac{1}{T} \sum_{j=1}^m \tau_{ij}(T) \sigma_j^2 = \lim_{T \to \infty} \frac{1}{T} \sum_{j=1}^m t_j \sigma_j^2.
\]

Hence, \( \bar{\sigma}^2 \) can be interpreted as the mean of the volatility during one unit of time in the long run. Also, it is known that

\[
\bar{\sigma}^2 = \lim_{T \to \infty} \sigma^2(T) = \lim_{T \to \infty} \frac{1}{T} \sum_{j=1}^m t_j \sigma_j^2
\]

(3.23)
The content of Theorem 3.3 has an important implication. As explained in Section 2, (3.18) is a situation in which the BS equation underprices while it overprices if (3.19) holds. For deep out or in-the-money options with relatively short maturities, \( \log(S/K) \) is big in the magnitude so that \( v = v(r, T, S, K) \) in (3.11) is relatively large. Hence, it is likely that the BS equation underprices for such options. On the other hand, for near at-the-money options, \( \log(S/K) \) is negligible so that the \( v \), by Taylor’s expansion, about \( r^2 T \). This value is very small for options with reasonable length of maturities and the BS equation is likely to overprice. Finally, we note that if \( \{X(t)\} \) is ergodic then, since (3.23) holds, \( C_j(T, S, K) \) converges to \( BS(\hat{\sigma}^2) \) with probability one as \( T \to \infty \).

**Example 3.1.** In this example, we consider the continuous-time model with 2 underlying states as in Example 2.1. The current stock price \( S \) is fixed to be 50 and we consider two cases where the transition intensities of the Markov chain \( \{X(t)\} \) are given by \( q_{12} = 0.3 \) and \( q_{21} = 0.4 \) as Case 1, and \( q_{12} = 0.4 \) and \( q_{21} = 0.3 \) as Case 2. Table 2 lists the parameter values and \( \pi, v \) in (3.11), \( \sigma_i^2(T), i = 1, 2, \) and \( \hat{\sigma}^2 \). Note that, for near at-the-money options (\( K = 49, 50, 51 \) in this example), \( v \) is smaller than \( \sigma_2^2 = 0.01 \) so that the condition for both (3.15) and (3.19) holds, and for the other values of \( K \) the opposite condition holds except for \( T \geq 1 \) of \( K = 60 \). Also, it can be observed that \( \sigma_i^2(T) \) converge to \( \hat{\sigma}^2 \) as \( T \) becomes large.

| \( q_1 \) | 0.3 | 0.4 |
| \( q_2 \) | 0.4 | 0.3 |
| \( \pi_1 \) | 0.7 | 0.3 |
| \( \pi_2 \) | 0.3 | 0.7 |

<table>
<thead>
<tr>
<th>( K )</th>
<th>( \sigma_1(T) )</th>
<th>( \sigma_2^2(T) )</th>
<th>( \sigma_1(T) )</th>
<th>( \sigma_2^2(T) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.134</td>
<td>0.0396</td>
<td>0.106</td>
<td>0.134</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1859</td>
<td>0.0387</td>
<td>0.0117</td>
<td>0.1859</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1207</td>
<td>0.0380</td>
<td>0.0127</td>
<td>0.1207</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0726</td>
<td>0.0364</td>
<td>0.0148</td>
<td>0.0726</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0441</td>
<td>0.0325</td>
<td>0.0200</td>
<td>0.0441</td>
</tr>
<tr>
<td>40</td>
<td>0.0863</td>
<td>0.0396</td>
<td>0.0106</td>
<td>0.0863</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0404</td>
<td>0.0387</td>
<td>0.0117</td>
<td>0.0404</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0404</td>
<td>0.0380</td>
<td>0.0127</td>
<td>0.0404</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0048</td>
<td>0.0364</td>
<td>0.0148</td>
<td>0.0048</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0092</td>
<td>0.0325</td>
<td>0.0200</td>
<td>0.0092</td>
</tr>
<tr>
<td>50</td>
<td>0.0002</td>
<td>0.0387</td>
<td>0.0106</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0007</td>
<td>0.0387</td>
<td>0.0117</td>
<td>0.0007</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0012</td>
<td>0.0380</td>
<td>0.0127</td>
<td>0.0012</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0024</td>
<td>0.0364</td>
<td>0.0148</td>
<td>0.0024</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0071</td>
<td>0.0325</td>
<td>0.0200</td>
<td>0.0071</td>
</tr>
<tr>
<td>60</td>
<td>0.0022</td>
<td>0.0387</td>
<td>0.0106</td>
<td>0.0022</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0001</td>
<td>0.0387</td>
<td>0.0117</td>
<td>0.0001</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0000</td>
<td>0.0380</td>
<td>0.0127</td>
<td>0.0000</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0008</td>
<td>0.0364</td>
<td>0.0148</td>
<td>0.0008</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0053</td>
<td>0.0325</td>
<td>0.0200</td>
<td>0.0053</td>
</tr>
<tr>
<td>60</td>
<td>0.3124</td>
<td>0.0396</td>
<td>0.0106</td>
<td>0.3124</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0931</td>
<td>0.0387</td>
<td>0.0117</td>
<td>0.0931</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0496</td>
<td>0.0380</td>
<td>0.0127</td>
<td>0.0496</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0178</td>
<td>0.0364</td>
<td>0.0148</td>
<td>0.0178</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0094</td>
<td>0.0325</td>
<td>0.0200</td>
<td>0.0094</td>
</tr>
</tbody>
</table>

| \( \pi^2 \) | 0.0271 | 0.0229 |

Table 2: Parameter Values

with probability one, independent of the initial state. □
but the speed of convergence seems slow. Hence, the effect from the volatility’s change over time can not be neglected for options with short length of maturities. This means that we should expect the current underlying state to affect the price of such options considerably. In Table 3, various values of $BS(\sigma_i^2(T))$ and

$$EX(\eta_i) = \eta_i BS(\sigma_i^2) - (1 - \eta_i) BS(\sigma_2^2),$$

$i = 1, 2,$ and $BS(\sigma_i^2)$ are listed. If $\sigma \geq \sigma_i^2 = 0.04,$ $BS(\sigma_i^2(T)),$ $i = 1, 2,$ provide lower bounds for $C_i = C_i(T, S, K)$ while $EX(\eta_i)$ upper bounds. If $\sigma \leq \sigma_i^2 = 0.01,$ on the other hand, the $BS(\sigma_i^2(T))$ provide upper bounds while $EX(\eta_i)$ lower bounds. The bounds are surprisingly tight for near at-the-money options with relatively short maturities, say within a year. Also, we can see that the price $C_1$ is considerably higher than the price $C_2$ for such options. For long maturity options, we may need to calculate (3.9) directly. The last column termed AVG in Table 3 describes either upper or lower bounds of $\pi_1 C_1 + \pi_2 C_2$ according to whether $\nu \leq \sigma_2^2$ or $\nu \geq \sigma_1^2,$ respectively. For example, when $K = 50,$ AVG is calculated as

$$AVG = \sum_{i=1}^{2} \pi_i BS(\sigma_i^2(T)),$$

which, from (3.15), is greater than or equal to $\pi_1 C_1 + \pi_2 C_2.$ Therefore, from Table 3, one has $\pi_1 C_1 + \pi_2 C_2 \leq BS(\sigma^2),$ which in turn implies that the BS equation overprices for this case. It can be explicitly observed that the BS equation overprices near at-the-money options whereas underprices deep out or in-the-money options with short maturities. Also, we can observe that $C_2 \leq BS(\sigma^2) \leq C_1$ in this example. Note that, in this example, only the case $T = 1.0$ for $K = 60$ satisfies neither $\nu \geq \sigma_1^2$ nor $\nu \leq \sigma_2^2.$

4 Concluding Remarks
In this paper, we develop a Markovian volatility model, where the stochastic law of volatility is described in terms of a discrete state Markov chain. A discrete-time model is first constructed and a recursion formula for option pricing is derived. Based on the formula, we show that if the Markov chain is stochastically monotone then the higher current volatility the higher the option price. This result can be extended for any strong Markov process with continuous sample path (this includes diffusion processes), so that the result explains, to some extent, a well recognized phenomenon in actual option prices. This result is well known in practice but, to the authors’ best knowledge, no theoretical explanation has been made in the literature. We then derive a continuous-time model as a limit of the discrete-time model where the stock price process follows a geometric Brownian motion process and the volatility dynamics follows a Markov chain on a discrete state space. If the stock price process is independent of the volatility (see footnote 6 for details), an option pricing formula is given as an integral of the BS equation. An explicit call valuation formula is given when the volatility takes one of two values, and some easily computable upper and lower bounds are obtained to estimate option prices based on the local convexity and concavity of the BS equation. The bounds are shown to be very tight especially for near at-the-money options with relatively short maturities, say within a year. Also, using the bounds, we succeed in explaining explicitly why the BS equation overprices near at-the-money options whereas it underprices deep out or in-the-money options.
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\footnote{Calculation of (3.9) takes much time if $(q_1 + q_2)T$ is large. For, we need to take truncation point in (3.7) large so that the triple summation there becomes to matter.}
<table>
<thead>
<tr>
<th>K</th>
<th>T</th>
<th>BS(σ²(T))</th>
<th>EX(η₁)</th>
<th>BS(σ²(T))</th>
<th>EX(η₂)</th>
<th>BS(σ²)</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.3</td>
<td>10.6042</td>
<td>10.6059</td>
<td>10.5812</td>
<td>10.5827</td>
<td>10.5865</td>
<td>10.5944</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>11.0516</td>
<td>11.0580</td>
<td>10.9648</td>
<td>10.9732</td>
<td>10.9950</td>
<td>10.9144</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>12.1923</td>
<td>12.2117</td>
<td>11.9250</td>
<td>11.9643</td>
<td>12.0526</td>
<td>12.0778</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>16.1943</td>
<td>16.2411</td>
<td>15.7369</td>
<td>15.8222</td>
<td>15.9885</td>
<td>15.9982</td>
</tr>
<tr>
<td></td>
<td>4.9</td>
<td>1.9553</td>
<td>1.9538</td>
<td>1.4415</td>
<td>1.4389</td>
<td>1.7621</td>
<td>1.7621</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>3.0778</td>
<td>3.0694</td>
<td>2.2087</td>
<td>2.1942</td>
<td>2.7547</td>
<td>2.7547</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>3.9168</td>
<td>3.8997</td>
<td>2.8715</td>
<td>2.8468</td>
<td>3.5265</td>
<td>3.4688</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>5.5762</td>
<td>5.5371</td>
<td>4.3393</td>
<td>4.3089</td>
<td>5.1133</td>
<td>5.0461</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>1.3765</td>
<td>1.3745</td>
<td>0.7761</td>
<td>0.7706</td>
<td>1.1628</td>
<td>1.1193</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>2.5166</td>
<td>2.5060</td>
<td>1.5675</td>
<td>1.5458</td>
<td>2.1730</td>
<td>2.1060</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>3.3588</td>
<td>3.3579</td>
<td>2.2335</td>
<td>2.1983</td>
<td>2.9470</td>
<td>2.8765</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>5.0196</td>
<td>4.9730</td>
<td>3.7035</td>
<td>3.6574</td>
<td>4.5341</td>
<td>4.4556</td>
</tr>
<tr>
<td></td>
<td>51.0</td>
<td>0.9233</td>
<td>0.9213</td>
<td>0.3453</td>
<td>0.3408</td>
<td>0.7137</td>
<td>0.6756</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>2.0279</td>
<td>2.0167</td>
<td>1.0551</td>
<td>1.0318</td>
<td>1.6775</td>
<td>1.6110</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>2.8568</td>
<td>2.8342</td>
<td>1.6901</td>
<td>1.6498</td>
<td>2.4335</td>
<td>2.3568</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>4.5024</td>
<td>4.4502</td>
<td>3.1276</td>
<td>3.0697</td>
<td>3.9998</td>
<td>3.9132</td>
</tr>
<tr>
<td></td>
<td>60.0</td>
<td>0.0024</td>
<td>0.0025</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>0.1510</td>
<td>0.1557</td>
<td>0.0021</td>
<td>0.0060</td>
<td>0.0604</td>
<td>0.0872</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.4663</td>
<td>0.4743</td>
<td>0.0365</td>
<td>0.2544</td>
<td>0.2821</td>
<td>0.2821</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.4531</td>
<td>1.4419</td>
<td>0.4208</td>
<td>0.4474</td>
<td>1.0370</td>
<td>1.0043</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>5.4446</td>
<td>5.2629</td>
<td>4.0985</td>
<td>3.8214</td>
<td>4.9070</td>
<td>4.6451</td>
</tr>
</tbody>
</table>

Table 3: Upper and Lower Bounds
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