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Abstract  A finite-time horizon two-armed bandit problem with one arm known, in which there are constraints on the number of times each arm may be pulled, is considered. The loss incurred at the stage when there are \( n \) stages remaining is multiplied by the factor \( \beta_n \), and the objective is to minimize the total expected weighted loss over \( n \) stages. This problem is formulated by dynamic programming and the critical value function which specifies the optimal strategy is derived along with its monotonicity properties. The recursive equation is solved explicitly in the case of the exponential distribution. Tables of the critical values are obtained for special cases of \( \{\beta_n\} \).

1. Introduction

Suppose that there are \( n \) sequential stages remaining and there are two arms \( a_0 \) and \( a_1 \) which can be pulled at most \( k \) and \( l \) times, respectively, where \( 1 \leq k \leq n \), \( 1 \leq l \leq n \) and \( k + l \geq n + 1 \). In each stage one of two arms \( a_0 \) or \( a_1 \) is pulled. By pulling \( a_0 \), an observation \( z \) is obtained from the distribution with density \( f(z|u) \) and a cost \( z \) is incurred as the result, where \( u \) is unknown. The expected cost incurred by pulling \( a_1 \) is \( 1 \). There is the prior knowledge that \( u \) has the conjugate prior distribution with density \( g(u|x,y) \). The cost obtained when there are \( n \) stages remaining is multiplied by a positive constant \( \beta_n \), that is, \( \beta_n, \beta_{n-1}, \ldots, \beta_1 \) have the role of discount factors which depend upon the number of remaining stages. The objective is to minimize the discounted total expected cost.

This problem is an extension of the finite-horizontal classical two-armed bandit problem with one arm known, where \( n = k = l \). In the real world, the constraints \( 1 \leq k \leq n \) and/or \( 1 \leq l \leq n \) are sometimes important. For example, in the clinical trial, \( n \) patients will arrive one by one sequentially and for each patient, one of two treatments \( a_0 \) and \( a_1 \) is selected, where the treatments \( a_0 \) (or \( a_1 \)) can be used at most \( k \) (or \( l \)) times, because of the amount of medicine available. Another example is to minimize the total expected flowtime of jobs in the single machine production system, where the same kind of products are produced by attaching one of two kinds of tools, \( a_0 \) and \( a_1 \), to the machine. Tool \( a_0 \) is available for at most \( k \) products and tool \( a_1 \) is available for at most \( l \) products. Tool \( a_1 \) has been used for a long time and therefore its mean processing time is known. Tool \( a_0 \) is new and one must decide whether it is to be used in place of \( a_1 \) or not. The processing time when \( a_0 \) is used has the density \( f(z|u) \). Although \( u \) is unknown, we have a prior knowledge that \( u \) has the conjugate prior distribution with density \( g(u|x,y) \). In this case, \( \beta_i = i \) for \( 1 \leq i \leq n \).

The special case, \( k + l = n \), is the sequencing problem and minimization of the expected weighted sum of flowtimes is discussed in Hamada and Glazebrook [4]. Since the critical values derived in [4] depend only on \( k \) and \( l \) and not on \( n \), the index policy is useful in that case and the extended problem with more than two kinds of jobs is solved. In this paper, we derive the critical value which depends not only on \( (k,l) \) but also on \( n \), and therefore the
index policy is not useful in this problem.

In Section 2, the problem is formulated by the principle of optimality of dynamic programming and a stopping property is derived. In Section 3, the optimal strategy is specified by using the critical value function. Properties of this function are derived. In Section 4, the optimal strategy for the case of the exponential distribution is specified by solving the recursive equations explicitly.

### 2. Formulation by dynamic programming.

The state vector is denoted by \((n; k, l; x, y)\), where \(n\) denotes how many stages are remaining, \(k\) denotes how many times \(a_0\) is available, \(l\) denotes how many times \(a_1\) is available, and \((x, y)\) is the parameters of the prior distribution. As the matter of convenience, \((n; k, l; x, y)\) also denotes the problem with state vector \((n; k, l; x, y)\).

Let

\[
\mathcal{E}_n = \{(k, l) | 1 \leq k \leq n, 1 \leq l \leq n, k + l \geq n + 1\} \text{ and } S = S_x \times S_y,
\]

where \(S\) is the state space of \((x, y)\) and \(S_x\) and \(S_y\) are the spaces of \(x\) and \(y\), respectively. Let \((\varphi(x, y; Z), \psi(x, y; Z))\) be the parameters of the posterior distribution of \(u\) after obtaining \(Z\) by pulling \(a_0\) when the parameters of the prior distribution of \(u\) is \((x, y)\).

Let

\[
h(z|x, y) = \int f(z|u)g(u|x, y)\,du
\]

and

\[
R(x, y) = E[Z|x, y] = \int z h(z|x, y)\,dz.
\]

Then, it is easily derived that

\[
E[R(\varphi(x, y; Z), \psi(x, y; Z))|x, y] = R(x, y)
\]

for \((x, y) \in S\).

Now, we make the following assumptions as in Hamada [3]:

- **A1**: \(\varphi(x, y; z)\) is continuous in \(x\), nondecreasing in \(x\) and \(z\) and nonincreasing in \(y\) and \(\psi(x, y; z)\) is continuous in \(y\), nonincreasing in \(x\) and \(z\) and nondecreasing in \(y\).
- **A2**: \(h(z|x', y)/h(z|x, y) \leq h(z'|x', y)/h(z'|x, y)\) for any \(z < z'\) when \(x' > x\) and \(h(z|x, y)/h(z|x, y') \leq h(z'|x, y)/h(z'|x, y')\) for any \(z < z'\) when \(y' > y\) (This property is called the likelihood ratio ordering: See, for example, Ross [6]).
- **A3**: \(R(x, y) > 0\) for \((x, y) \in S\).
- **A4**: For \(c > 0\) and \(y > 0\), there exists \(x_1 \in S_x\) such that \(R(x_1, y) > c\) and also there exists \(x_2 \in S_x\) such that \(0 < R(x_2, y) < c\).

The monotonicity properties that \(R(x, y)\) is continuous and strictly increasing in \(x\) and continuous and strictly decreasing in \(y\) are derived from A2 (See, for example, the proof of Proposition 5.4 of Ross [6] or Appendix of Rosenfield and Shapiro [5]). Let \(G_n(k, l; x, y)\) be the minimum expected total cost incurred in the remaining \(n\) stages when the current prior knowledge of \(u\) is \((x, y)\). Then, the problem is formulated by dynamic programming as follows:

\[
G_n(k, l; x, y) = \min\{G_n^0(k, l; x, y), G_n^1(k, l; x, y)\}
\]

for \(n = 1, 2, 3, \ldots\) and \(G_0(k, l; x, y) = 0\), where

\[
G_n^0(k, l; x, y) = R(x, y)\beta_n + E[G_{n-1}(k-1, \min\{l, n-1\}; \varphi(x, y; Z), \psi(x, y; Z))|x, y]
\]
and
\[ G^1_n(k, l; x, y) = \beta_n + G_{n-1}(\min\{k, n-1\}, l-1; x, y). \]

In these equations, \( G^i_n(k, l; x, y)(i = 0, 1) \) denotes the minimum expected total cost incurred when the optimal strategy is followed after the pull of \( a_i \) at the first stage. Now, consider the stopping property described as follows: Once \( a_1 \) is optimal at any stage, then it is also optimal in the subsequent \( l-1 \) stages. By Berry and Fristedt [1], whether or not this property holds for the classical bandit problem with one arm known depends upon the sequence \((\beta_n, \beta_{n-1}, \ldots, \beta_1)\). Now we define \( \gamma_j = \beta_j + \beta_{j-1} + \cdots + \beta_1 \). In [1], the sequence \((\beta_n, \beta_{n-1}, \ldots, \beta_1)\) is called regular if it satisfies the relation \( \gamma_1/\gamma_2 \leq \gamma_2/\gamma_3 \leq \cdots \leq \gamma_{n-1}/\gamma_n \). For example, \((\alpha^n, \alpha^{n-1}, \ldots, \alpha)\) is regular for \( \alpha > 1 \) since it satisfies this relation. By slightly modifying the proof of Theorem 5.2.2 of [1], the following theorem is obtained.

**THEOREM 1.** Suppose that \( \beta_n \geq \beta_{n-1} \geq \cdots \geq \beta_1 > 0 \) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1)\) is regular. Then, if \( a_1 \) is optimal in the first stage of \((n; k, l; x, y)\), \( a_1 \) will also be optimal in the subsequent \( l-1 \) stages.

Now, let the set of the sequences \((\beta_n, \beta_{n-1}, \ldots, \beta_1)\) which satisfies both the stopping property and the relation \( \beta_n \geq \beta_{n-1} \geq \cdots \geq \beta_1 > 0 \) be denoted by \( B_n \). If \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \in B_n\), then
\[ G^1_n(k, l; x, y) = \sum_{j=n-l+1}^{n} \beta_j + R(x, y) \sum_{j=1}^{n-l} \beta_j \]
whenever \( G^0_n(k, l; x, y) \geq G^1_n(k, l; x, y) \) and
\[ G^1_n(k, l; x, y) \leq \sum_{j=n-l+1}^{n} \beta_j + R(x, y) \sum_{j=1}^{n-l} \beta_j \]
whenever \( G^0_n(k, l; x, y) \leq G^1_n(k, l; x, y) \). Therefore (2) is rewritten as follows:
\[
G_n(k, l; x, y) = \min\{G^0_n(k, l; x, y), \sum_{j=n-l+1}^{n} \beta_j + R(x, y) \sum_{j=1}^{n-l} \beta_j\}
\]
where \( \sum_{j=m}^{n} \beta_j = 0 \) if \( m > n \).

**3. Optimal strategy.**

Let
\[ H_n(k, l; x, y) = G^0_n(k, l; x, y) - \sum_{j=n-l+1}^{n} \beta_j - R(x, y) \sum_{j=1}^{n-l} \beta_j \]
for \( n \geq 1, (k, l) \in C_n \) and \((x, y) \in S\). Then, \( a_0 \) is optimal if \( H_n(k, l; x, y) \leq 0 \) and \( a_1 \) is optimal if \( H_n(k, l; x, y) \geq 0 \). We define \( H_0(0, 0; x, y) = 0 \) for \((x, y) \in S\) and also \( H_n(0, n; x, y) = 0 \) and \( H_n(n, 0; x, y) = 0 \) for \( n \geq 1 \) and \((x, y) \in S\). Furthermore, let \( H^*_n(k, l; x, y) = \min\{H_n(k, l; x, y), 0\} \) for \( k \geq 0, l \geq 0, n \geq 0 \) and \((x, y) \in S\). If we define \( \beta_0 = 0 \), the following lemma is derived.

**LEMMA 1.** For \( n \geq 1, (k, l) \in C_n \), \((x, y) \in S\) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \in B_n\),
\[
H_n(k, l; x, y) = \left\{R(x, y) - 1\right\}(\beta_n - \beta_{n-l}) + E[H^*_n(k-1, n-1; x, y; Z), \psi(x, y; Z)](x, y).
\]
PROOF. Since $C_1 = \{(1,1)\}$, the assertion is trivial for $n = 1$. Suppose that (5) holds for some $n \geq 1$. Then, for $(k,l) \in C_{n+1},$

$$H_{n+1}(k,l;x,y) = G_{n+1}^0(k,l;x,y) - \sum_{j=n-l+2}^{n+1} \beta_j - R(x,y) \sum_{j=1}^{n+1-l} \beta_j$$

from which

$$H_{n+1}(k,l;x,y) = R(x,y)\beta_{n+1} + E[G_n(k-1,\min\{l,n\};\varphi(x,y;Z),\psi(x,y;Z))|x,y]$$

$$- \sum_{j=n-l+2}^{n+1} \beta_j - R(x,y) \sum_{j=1}^{n+1-l} \beta_j.$$ 

Since

$$G_n(k-1,\min\{l,n\};\varphi(x,y;Z),\psi(x,y;Z)) = H_n^-(k-1,\min\{l,n\};\varphi(x,y;Z),\psi(x,y;Z))$$

$$+ \sum_{j=\min\{l,n\}+1}^{n} \beta_j + R(\varphi(x,y;Z),\psi(x,y;Z)) \sum_{j=1}^{n-\min\{l,n\}} \beta_j,$$

the following equation is obtained by using (1),

$$H_{n+1}(k,l;x,y) = \{ R(x,y) - 1 \} (\beta_{n+1} - \beta_{n+1-l})$$

$$+ E[H_n^-(k-1,\min\{l,n\};\varphi(x,y;Z),\psi(x,y;Z))|x,y]$$

which completes the proof.  

In the case of $\beta_n = \beta_{n-1} = \cdots = \beta_1 = 1$, it is derived by induction on $n$ that

$$G_n^0(k,l;x,y) = G_{n-1}^0(k,l-1;x,y) + 1$$

for $n \geq 2$, $(k,l) \in C_n$ with $k \leq n - 1$ and $(x,y) \in S_n$. From this equation,

$$H_n(k,l;x,y) = H_{n-1}(k,l-1;x,y).$$

By using this relation subsequently,

$$H_n(k,l;x,y) = H_{n-1}(k,l-1;x,y) = \cdots = H_k(k,l-n+k;x,y)$$

This means that it is optimal for $(n;k,l;x,y)$ to assign $a_1$ at the last $n-k$ stages. Therefore, we have to consider only the case of $(k;l-k+n+k;x,y)$ in place of $(n;k,l;x,y)$ at the outset. Also, from Lemma 1,

$$H_k(k,l-n+k;x,y) = \{ R(x,y) - 1 \} + E[H_{k-1}^-(k-1,k-1;\varphi(x,y;Z),\psi(x,y;Z))|x,y]$$

if $l = n$ and

$$H_k(k,l-n+k;x,y) = E[H_{k-1}^-(k-1,l-n+k;\varphi(x,y;Z),\psi(x,y;Z))|x,y]$$

if $1 \leq l-n+k \leq k-1$. Therefore, if $l = n$, then whether $a_0$ is optimal or not in the first stage depends upon $(x,y)$. But, if $1 \leq l \leq n-1$, $H_k(k,l-n+k;x,y) \leq 0$ for $n \geq 1$, $n \geq k \geq n - l + 1$ and $(x,y) \in S$, that is, it is optimal to pull $a_0$ in the first subsequent
n - l stages with neglecting the existence of a_l. In both cases, the problem reduces to the classical two-armed bandit problem with finite horizon.

In the case of \( \beta_n > \beta_{n-1} > \cdots > \beta_1 > 0 \), let \( B_n^* \) be the set of \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) such that \( \beta_n > \beta_{n-1} > \cdots > \beta_1 > 0 \). Then, the following lemma gives the monotonicity of \( H_n(k, l; x, y) \) in \( x \) and \( y \).

**Lemma 2.** For \( n \geq 1 \), \((k, l) \in C_n \) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) in \( B_n^* \),

(i) \( H_n(k, l; x, y) \) is continuous and strictly increasing in \( x \).

(ii) \( H_n(k, l; x, y) \) is continuous and strictly decreasing in \( y \).

**Proof.** Since \( H_1(1, 1; x, y) = \{ R(x, y) - 1 \} \beta_1 \), both (i) and (ii) are true for \( n = k = l = 1 \). Suppose that both (i) and (ii) are true for \( n \geq 1 \), \((k, l) \in C_n \) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) in \( B_n^* \). Then,

\[
H_{n+1}(k, l; x, y) = \{ R(x, y) - 1 \} (\beta_{n+1} - \beta_{n+1-l})
+ \int H_n^{-}(k-1, \min\{l, n\}; \varphi(x, y; Z), \psi(x, y; Z)) h(z|x, y) dz
\]

For \( x \in S_x \) and \( x' \in S_x \) such that \( x' > x \), \( h(z'|x', y)/h(z|x, y) \leq h(z'|x', y)/h(z'|x, y) \) for any \( z < z' \), there exists at least one \( z^* \) such that \( h(z'|x', y)/h(z|x, y) \leq 1 \) if \( z \leq z^* \) and \( h(z'|x', y)/h(z|x, y) > 1 \) if \( z > z^* \). Then,

\[
H_{n+1}(k, l; x, y) = \{ R(x, y) - 1 \} (\beta_{n+1} - \beta_{n+1-l})
+ \int_{\{z \leq z^*\}} H_n^{-}(k-1, \min\{l, n\}; \varphi(x, y; z), \psi(x, y; z)) h(z|x, y) dz
+ \int_{\{z > z^*\}} H_n^{-}(k-1, \min\{l, n\}; \varphi(x, y; z), \psi(x, y; z)) h(z|x, y) dz.
\]

Since \((\beta_{n+1}, \beta_n, \ldots, \beta_1) \) in \( B_n^* \), the first term of the right hand side is strictly increasing in \( x \). The nonincreasing property of the sum of the second and third terms can be proved in the same way as in the proof of Lemma 1 of Hamada [3].

The sequence \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) has a useful property which is given in Lemma 3.

**Lemma 3.** For \( n \geq 1 \), \((k, l) \in C_n \) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) in \( B_n^* \),

\[
\sum_{j=n-l+1}^{n} \beta_j - \sum_{j=1}^{n-k} \beta_j > 0.
\]

**Proof.** For \( n \geq 1 \), since \( 0 \leq n - k \leq l - 1 \) holds for \((k, l) \in C_n \),

\[
\sum_{j=n-l+1}^{n} \beta_j - \sum_{j=1}^{n-k} \beta_j \geq 0
\]

the right hand side of this inequality is positive because of the fact that \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) in \( B_n^* \). This completes the proof.

**Lemma 4.** For \( n \geq 1 \), \((k, l) \in C_n \) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \) in \( B_n^* \),

\[
R(x, y)(\beta_n - \beta_{n-l}) - \sum_{j=n-l+1}^{n} \beta_j \leq H_n(k, l; x, y) \leq \{ R(x, y) - 1 \} (\sum_{j=n-l+1}^{n} \beta_j - \sum_{j=1}^{n-k} \beta_j).
\]
The Two-Armed Bandit Problem under Constraints

**PROOF.** From (5) and \( C_1 = \{(1, 1)\} \), (6) is trivial for \( n = 1 \). Suppose that (6) holds for some \( n \geq 1 \). Since

\[
H_{n+1}(1, n+1; x, y) = \{R(x, y) - 1\} (\beta_{n+1} - \beta_0)
\]

and

\[
H_{n+1}(k, l; x, y) = \{R(x, y) - 1\} (\beta_{n+1} - \beta_{n+1-l})
\]

\[+ E[H_n^{-1}(k - 1, \min\{l, n\}; \varphi(x, y; Z), \psi(x, y; Z))|x, y]\]

for \((k, l) \in C_{n+1}\) with \( k \geq 2 \), it is easily derived by using the inductive hypothesis and Lemma 3 that

\[
R(x, y)(\beta_{n+1} - \beta_{n+1-l}) - \sum_{j=n+1-l+1}^{n+1} \beta_j \leq H_{n+1}(k, l; x, y)
\]

\[\leq \{R(x, y) - 1\} \left( \sum_{j=n+1-l+1}^{n+1} \beta_j - \sum_{j=1}^{n+1-k} \beta_j \right),\]

which completes the proof. □

The next theorem gives the existence and the uniqueness of the critical value function \( s_n(k, l; y) \) which specifies the optimal strategy and also it shows that \( s_1(1, 1; y) \) is the lower bound of the critical value function.

**THEOREM 2.** For \( n \geq 1 \), \((k, l) \in C_n\), \( y \in S_y \) and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \in B_n^*\), the equation, \( H_n(k, l; x, y) = 0 \), of \( x \) has a unique root \( s_n(k, l; y) \) which is strictly increasing in \( y \) and \( s_n(k, l; y) \geq s_1(1, 1; y) \).

**PROOF.** From Lemmas 3 and 4 and \( A_4 \), there exists \( x_1 \in S_x \) such that \( R(x_1, y) > (\beta_n - \beta_{n-l})^{-1} \sum_{j=n-l+1}^{n} \beta_j \) and also there exists \( x_2 \in S_x \) such that \( R(x_2, y) < 1 \). From these inequalities and (i) of Lemma 2, the existence and the uniqueness of \( s_n(k, l; y) \) is trivial. From \( H_n(k, l; s_n(k, l; y), y) = 0 \) and (ii) of Lemma 2, \( s_n(k, l; y) \) is strictly increasing in \( y \). From the second inequality of (6), \( H_n(k, l; s_1(1, 1; y), y) \leq 0 \), which means from (i) of Lemma 2 that \( s_n(k, l; y) \geq s_1(1, 1; y) \). □

From this theorem, for the state \((n; k, l; x, y) a_0\) is optimal if \( x \leq s_n(k, l; y) \) and \( a_1 \) is optimal if \( x \geq s_n(k, l; y) \).

**LEMMA 5.** For \( n \geq 1 \), \((k, l) \in C_n\) with \( k \leq n - 1 \), \((x, y) \in S\), and \((\beta_n, \beta_{n-1}, \ldots, \beta_1) \in B_n^*\),

\[
H_n(k, l; x, y) \geq H_n(k + 1, l; x, y).
\]

**PROOF.** Since \( C_2 = \{(1, 2), (2, 2), (2, 1)\} \),

\[
H_2(1, 2; x, y) = \{R(x, y) - 1\} \beta_2
\]

and

\[
H_2(2, 2; x, y) = \{R(x, y) - 1\} \beta_2 + E[H_1^{-1}(1, 1; \varphi(x, y; Z), \psi(x, y; Z))|x, y],
\]
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The assertion is true for \( n = 2 \). The assertion for \( n \geq 2 \) is immediately derived from (5).

The next theorem presents a monotonicity property of the critical value function \( s_n(k, l; y) \) in \( n, k \) and \( l \).

**THEOREM 3.** For \( n \geq 1, y \in S_y \) and \( (\beta_n, \beta_{n-1}, \ldots, \beta_1) \in B_n^* \),

1. \( s_1(1, 1; y) = s_n(1, n; y) \),
2. \( s_n(n, n; y) \leq s_{n+1}(n+1, n+1; y) \),
3. \( s_n(k, l; y) \leq s_n(k+1, l; y) \) for \( (k, l) \in C_n \) with \( k \leq n-1 \),
4. \( s_n(k, n; y) \leq s_n(k, n-1; y) \) for \( 2 \leq k \leq n \), and
5. \( s_{n-1}(k, l-1; y) \leq s_n(k, l; y) \) for \( (k, l) \in C_n \) with \( l \geq 2 \).

**PROOF.** (i) is the immediate consequence of

\[
H_n(1, n; x, y) = \{R(x, y) - 1\} \beta_n = H_1(1, 1; x, y) \beta_n / \beta_1.
\]

(ii) is proved by the same way as Theorem 2.3 of Hamada [2]. From the definition of \( s_n(k, n; y) \) and Lemma 5,

\[
H_n(k + 1, l; s_n(k + 1, l; y), y) = \frac{H_n(k, l; s_n(k, l; y), y)}{H_n(k + 1, l; s_n(k, l; y), y)} \geq H_n(k + 1, l; s_n(k, l; y), y),
\]

from which (iii) is easily obtained by using (i) of Lemma 2. Since

\[
H_n(k, n; x, y) = \{R(x, y) - 1\} (\beta_n - \beta_0) + E[H_n^{-1}(k - 1, n - 1; \varphi(x, y; Z), \psi(x, y; Z))|x, y]
\]

and

\[
H_n(k, n - 1; x, y) = \{R(x, y) - 1\} (\beta_n - \beta_1) + E[H_n^{-1}(k - 1, n - 1; \varphi(x, y; Z), \psi(x, y; Z))|x, y],
\]

it holds that

\[
H_n(k, n; x, y) - H_n(k, n - 1; x, y) = \{R(x, y) - 1\} (\beta_1 - \beta_0).
\]

This equality means that for \( x > s_1(1, 1; y) \)

\[
H_n(k, n; x, y) \geq H_n(k, n - 1; x, y),
\]

from which \( s_n(k, n; y) \leq s_n(k, n - 1; y) \) is derived by (i) of Lemma 2 and Theorem 2. (v) is trivial from Theorem 1.

This theorem describes several properties for the problem of the state \( (n; k, l; x, y) \) with \( \beta_n > \beta_{n-1} > \cdots > \beta_1 \): (i) denotes that \( a_0 \) is optimal for \( (n; 1, n; x, y) \) if and only if \( a_0 \) is optimal for \( (1; 1, 1; x, y) \). (ii) denotes that if \( a_0 \) is optimal for the state \( (n; n, n; x, y) \), then it is also optimal for the state \( (n+1; n+1, n+1; x, y) \). (iii) denotes that if \( a_0 \) is optimal for the state \( (n; k, l; x, y) \) with \( 1 \leq k \leq n-1 \), then it is also optimal for the state \( (n; k+1, l; x, y) \). (iv) denotes that if \( a_0 \) is optimal for the state \( (n; k, n; x, y) \) with \( 2 \leq k \leq n \), it is also optimal for the state \( (n; k, n - 1; x, y) \). (v) is the property denoted in Theorem 1.
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Remark. The monotonicity of $s_n(k, l; y)$ in $l$ is not true for $(k, l) \in C_n$ with $n - k + 2 \leq l \leq n$.

4. Case of exponential distributions.

In this section, we consider the special case that both $f(z|u)$ and $f(z|1)$ are densities of the exponential distribution with parameters $u$ and 1, respectively. Also, let $g(u|w, \alpha)$ is the density of gamma distribution with parameters $w$ and $\alpha$, that is, $g(u|w, \alpha) = \Gamma(\alpha)w^{\alpha-1}e^{-w}$. Since $\varphi(w, \alpha; z) = w + z$, $\psi(w, \alpha; z) = \alpha + 1$, $h(z|w, \alpha) = aw^{\alpha}(w + z)^{-\alpha-1}$ and $R(x, y) = (w^{\alpha-1})^{-1}$, assumptions $A_1$ through $A_4$ are satisfied in this case. Both equations (4) and (3) are replaced by the following equations (7) and (8), respectively.

(7) \[ G_n(k, l; w, \alpha) = \min \left\{ G_n^0(k, l; w, \alpha), \sum_{j=n-l+1}^{n} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{n-l} \beta_j \right\} \]

and

(8) \[ G_n^0(k, l; w, \alpha) = w(\alpha - 1)^{-1} \beta_n + \int_{1}^{\infty} G_{n-1}(k-l, \min\{l, n-1\}; wu, \alpha + 1) \alpha u^{-\alpha-1} du. \]

We introduce the function

\[ G_n^1(k, l; w, \alpha) = \sum_{j=n-l+1}^{n} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{n-l} \beta_j, \]

and the notation $\binom{-a}{b}$ for positive integers $a$ and $b$ as follows:

\[ \binom{-a}{b} = (-a)(-a - 1) \cdots (-a - b + 1)/(1 \cdots b). \]

Then, the following theorem is derived.

**THEOREM 4.** For $n \geq 1$, $(k, l) \in C_n$, $(w, \alpha) \in S$ and $(\beta_n, \beta_{n-1}, \ldots, \beta_1) \in B_n^*$,

(9) \[ G_n(k, l; w, \alpha) = \begin{cases} w(\alpha - 1)^{-1} \sum_{j=n-k+1}^{n} \beta_j + \sum_{j=1}^{n-k} \beta_j & \\ + \sum_{j=1}^{k-1} \binom{-a}{j-1} D_{n-j+1}(k - j + 1, \min\{l, n-j+1\}; \alpha + j - 1)w^{\alpha+j-1}, & \text{if } 0 < w < s_n(k, l; \alpha) \\ \sum_{j=n-l+1}^{n} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{n-l} \beta_j, & \text{if } s_n(k, l; \alpha) \leq w, \end{cases} \]

where

\[ D_n(k, l; \alpha) = \left( \sum_{j=1}^{n-l} \beta_j - \sum_{j=1}^{n-k} \beta_j \right) \left( -(\alpha - 1)^{-1} \{s_n-1(k-1, \min\{l, n-1\}; \alpha + 1)\}^{-\alpha+1} + \{s_n-1(k-1, \min\{l, n-1\}; \alpha + 1)\}^{-\alpha} \right) \]

\[ - \sum_{j=1}^{k-2} \binom{-\alpha}{j} D_{n-j}(k - j, \min\{l, n-j\}; \alpha + j) \{s_{n-1}(k-1, \min\{l, n-1\}; \alpha + 1)\} \]
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and $s_n(k, l; \alpha)$ is the unique root of the following equation of $w$:
\[
\sum_{j=1}^{k-1} \binom{-\alpha}{j-1} D_{n-j+1}(k - j + 1, \min\{l, n - j + 1\}; \alpha + j - 1) w^{\alpha + j - 1} + \left( \sum_{j=n-l+1}^{n} \beta_j - \sum_{j=1}^{n-k} \beta_j \right) \{w(\alpha - 1)^{-1} - 1\} = 0.
\]

**PROOF.** Two cases, $k = 1$ and $k \geq 2$, have to be considered separately. Since
\[
G_n^0(1, n; w, \alpha) = w(\alpha - 1)^{-1} \beta_n + \sum_{j=1}^{n-1} \beta_j
\]
and
\[
G_n^1(1, n; w, \alpha) = \sum_{j=1}^{n} \beta_j,
\]
the assertion is true in case of $k = 1$. For $k \geq 2,$
\[
G_n^0(2, l; w, \alpha) = w(\alpha - 1)^{-1} \beta_2 + \int_{1}^{\infty} G_1(1, 1; wu, \alpha + 1) \alpha u^{-\alpha - 1} du
\]
\[
= \begin{cases} 
  w(\alpha - 1)^{-1} \sum_{j=1}^{2} \beta_j + D_2(2, l; \alpha) w^{\alpha}, & \text{if } 0 < w < s_1(1, 1; \alpha + 1) \\
  w(\alpha - 1)^{-1} \sum_{j=2}^{2} \beta_j + \sum_{j=1}^{1} \beta_j, & \text{if } s_1(1, 1; \alpha + 1) \leq w
\end{cases}
\]
and
\[
G_n^1(2, l; w, \alpha) = \sum_{j=2-l+1}^{2} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{2-l} \beta_j,
\]
for $1 \leq l \leq 2$, where
\[
D_2(2, l; \alpha) = \beta_1 \{-1(\alpha - 1)^{-1} \{s_1(1, 1; \alpha + 1)\}^{-\alpha + 1} + \{s_1(1, 1; \alpha + 1)\}^{-\alpha}\}.
\]
If $w > s_1(1, 1; \alpha + 1)$, then $G_n^0(2, l; w, \alpha) > G_n^1(2, l; w, \alpha)$, which means $s_2(2, l; \alpha) \leq s_1(1, 1; \alpha + 1)$. Therefore, $s_2(2, l; \alpha)$ is the unique root of
\[
D_2(2, l; \alpha) w^{\alpha} + \{w(\alpha - 1)^{-1} - 1\} \sum_{j=2-l+1}^{2} \beta_j = 0
\]
and the assertion is true for $n = 2$ and $k = 2$. Suppose that the assertion is true for $n \geq 2$ and $k \geq 2$. Then, for $k \geq 2,$
(10) $G_{n+1}^0(k, l; w, \alpha) = w(\alpha - 1)^{-1} \beta_{n+1} + \int_{1}^{\infty} G_n(k - 1, \min\{l, n\}; wu, \alpha + 1) \alpha u^{-\alpha - 1} du.$

From (10) and $G_n(k - 1, \min\{l, n\}; wu, \alpha + 1)$ obtained by replacing $k$, $l$ $w$ and $\alpha$ of (9) by $k - 1$, $\min\{l, n\}$, $wu$ and $\alpha + 1$, respectively, if $0 < w < s_n(k - 1, \min\{l, n\}; \alpha + 1)$, then
(11) $G_{n+1}^0(k, l; w, \alpha) = w(\alpha - 1)^{-1} \beta_{n+1} + \int_{1}^{s_n(k-1,\min\{l,n\};\alpha+1)/w} \left\{ wu \alpha^{-1} \sum_{j=n-k+2}^{n} \beta_j \\
+ \sum_{j=1}^{n-k+1} \beta_j + \sum_{j=1}^{k-2} \binom{-\alpha - 1}{j-1} D_{n-j+1}(k - j, \min\{l, n - j + 1\}; \alpha + j) w^{\alpha + j} \right\} \alpha^{-1} du
+ \int_{s_n(k-1,\min\{l,n\};\alpha+1)/w}^{\infty} \left\{ \sum_{j=n-\min\{l,n\}+1}^{n} \beta_j + w \alpha^{-1} \sum_{j=1}^{n-\min\{l,n\}} \beta_j \right\} \alpha^{-1} du.$
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After slight calculation by using the equality
\[
\sum_{j=n-k+2}^{n} \beta_j - \sum_{j=1}^{n \min\{l,n\}} \beta_j = \sum_{j=n-k+1}^{n} \beta_j - \sum_{j=1}^{n \min\{l,n\}+1} \beta_j
\]
in (11),
\[
G_{n+1}^0(k, l; w, \alpha) = w(\alpha - 1)^{-1} \sum_{j=n-k+2}^{n+1} \beta_j + \sum_{j=1}^{n-k+1} \beta_j
\]
\[+ \sum_{j=1}^{k-1} \left(-\frac{a}{j-1}\right) D_{n+1-j}(k - j + 1, \min\{l, n + 1 - j + 1\}; \alpha + j - 1)w^{\alpha+j-1},\]
where
\[
D_{n+1}(k, l; \alpha) = \left(\sum_{j=n-\min\{l,n\}+1}^{n} \beta_j - \sum_{j=1}^{n-k+1} \beta_j\right)
\]
\[\times \left(\frac{-a}{j-1}\right) D_{n+1-j}(k - j + 1, \min\{l, n - j + 1\}; \alpha + j)\left\{s_{n}(k - 1, \min\{l, n\}; \alpha + 1)\right\}^{\alpha}\]
\[\times \sum_{j=1}^{k-2} \left(-\frac{a}{j}\right) D_{n+1-j}(k - j, \min\{l, n - j + 1\}; \alpha + j)\left\{s_{n}(k - 1, \min\{l, n\}; \alpha + 1)\right\}^{\alpha}.\]
Also, if \(s_{n}(k - 1, \min\{l, n\}; \alpha + 1) \leq w\), then
\[
G_{n+1}^0(k, l; w, \alpha) = w(\alpha - 1)^{-1} \beta_{n+1}
\]
\[+ \int_{1}^{\infty} \left\{ \sum_{j=n-\min\{l,n\}+1}^{n} \beta_j + \frac{w\alpha^{-1}}{\sum_{j=1}^{n \min\{l,n\}}} \beta_j \right\} \alpha u^{-\alpha-1} du.
\]
\[= w(\alpha - 1)^{-1} \beta_{n+1} + \sum_{j=n-\min\{l,n\}+1}^{n \min\{l,n\}} \beta_j + \frac{w(\alpha - 1)^{-1}}{\sum_{j=1}^{n \min\{l,n\}}} \beta_j.
\]
On the other hand,
\[
G_{n+1}^1(k, l; w, \alpha) = \sum_{j=n-l+2}^{n+1} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{n-l+1} \beta_j.
\]
Since \(\beta_{n+1} > \beta_n > \cdots > \beta_1 > 0\),
\[
w(\alpha - 1)^{-1} \beta_{n+1} + \sum_{j=n-\min\{l,n\}+1}^{n} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{n \min\{l,n\}} \beta_j
\]
\[> \sum_{j=n-l+2}^{n+1} \beta_j + w(\alpha - 1)^{-1} \sum_{j=1}^{n-l+1} \beta_j
\]
if and only if \(w > s_1(1, 1; \alpha)\). From the inequalities \(s_{n}(k - 1, \min\{l, n\}; \alpha + 1) > s_{n}(k - 1, \min\{l, n\}; \alpha) \geq s_1(1, 1; \alpha)\) obtained in Theorem 2, \(G_{n+1}^0(k, l; w, \alpha) > G_{n+1}^1(k, l; w, \alpha)\) if \(w > s_{n}(k - 1, \min\{l, n\}; \alpha + 1)\). Therefore, \(s_{n+1}(k, l; \alpha)\) is the unique root of the following
equation of $w$:

$$
\sum_{j=1}^{k-1} \binom{-\alpha}{j-1} D_{n+1-j+1}(k - j + 1, \min\{l, n + 1 - j + 1\}; \alpha + j - 1) w^{\alpha+j-1}
$$

$$
+ \left( \sum_{j=n+1-l+2}^{n+1} \beta_j + \sum_{j=1}^{n+1-k} \beta_j \right) \{w(\alpha - 1)^{-1} - 1\} = 0.
$$

This completes the proof. \(\square\)

The special case that $\beta_j = j$ for $1 \leq j \leq n$ is important in applications. In this case, $t_n(k, l; \alpha)$ is used in place of $s_n(k, l; \alpha)$. Then, for $n \geq 1$, $(k, l) \in C_n$ and $(w, \alpha) \in S$,

$$
D_n(k, l; \alpha) = \{l(2n - l - 1) - (n - k)(n - k + 1)\}/2
$$

$$
\times (-\alpha - 1)^{-1}\{t_{n-1}(k - 1, \min\{l, n - 1\}; \alpha + 1)\}^{-\alpha+1}
$$

$$
+ \{t_{n-1}(k - 1, \min\{l, n - 1\}; \alpha + 1)\}^{-\alpha}
$$

$$
- \sum_{j=1}^{k-2} \binom{-\alpha}{j} D_{n-j}(k - j, \min\{l, n - j\}; \alpha + j)\{t_{n-1}(k - 1, \min\{l, n - 1\}; \alpha + 1)\}^j
$$

and $t_n(k, l; \alpha)$ is the unique root of the following equation of $w$:

$$
\sum_{j=1}^{k-1} \binom{-\alpha}{j-1} D_{n-j+1}(k - j + 1, \min\{l, n - j + 1\}; \alpha + j - 1) w^{\alpha+j-1}
$$

$$
+ \{w(\alpha - 1)^{-1} - 1\}\{l(2n - l + 1) - (n - k)(n - k + 1)\}/2 = 0.
$$

The values of $t_n(k, l; \alpha)$ for $1 \leq n \leq 5$, $(k, l) \in C_n$ and $\alpha = 2, 3, \cdots, 10$ are calculated and Table 1 is obtained. As a numerical example, consider the state $(4,3,2,1,1,2)$, that is, $n = 4$, $k = 3$, $l = 2$, $w = 1.1$ and $\alpha = 2$. Since $w < t_4(3,3;2) = 1.2967$, $a_0$ is optimal at the first stage. Suppose that $z = 0.8$ is observed at the first stage. Then, the new state is $(3,2,1,2,3)$ and $t_3(2,2;3) = 2.1962$, $a_0$ is optimal at the second stage. Let $z = 1.17$ is observed at the second stage. Since the new state is $(2,1,2,3,0,7,4)$ and $t_2(1,2;4) = 3.0000$, $a_1$ is optimal at the third stage and therefore $a_1$ is also optimal at the last stage.

Another special case that $\beta_j = \gamma^{j-1}$ for $1 \leq j \leq n$ is also important in application. In this case, $r_n(k, l; \alpha)$ is used in place of $s_n(k, l; \alpha)$. For $n \geq 1$, $(k, l) \in C_n$ and $(w, \alpha) \in S$,

$$
D_n(k, l; \alpha) = \{\gamma^{n-l-1}(1 - \gamma^{l}) - (1 - \gamma^{n-k})\}(1 - \gamma)^{-1}
$$

$$
\times (-\alpha - 1)^{-1}\{r_{n-1}(k - 1, \min\{l, n - 1\}; \alpha + 1)\}^{-\alpha+1}
$$

$$
+ \{r_{n-1}(k - 1, \min\{l, n - 1\}; \alpha + 1)\}^{-\alpha}
$$

$$
- \sum_{j=1}^{n-k} \binom{-\alpha}{j} D_{n-j}(k - j, \min\{l, n - j\}; \alpha + j)\{r_{n-1}(k - 1, \min\{l, n - 1\}; \alpha + 1)\}^j
$$

and $r_n(k, l; \alpha)$ is the unique root of the following equation of $w$:

$$
\sum_{j=1}^{k-1} \binom{-\alpha}{j-1} D_{n-j+1}(k - j + 1, \min\{l, n - j + 1\}; \alpha + j - 1) w^{\alpha+j-1}
$$

$$
+ \{w(\alpha - 1)^{-1} - 1\}(\gamma^{n-l} - \gamma^{n-1} + \gamma^{n-k})(1 - \gamma)^{-1} = 0.
$$
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Table 1. Values of $t_n(k, l; \alpha)$ for $1 \leq n \leq 6$, $(k, l) \in C_n$ and $\alpha = 2, 3, \ldots, 10$

<table>
<thead>
<tr>
<th>$(n, k, l)$</th>
<th>$\alpha$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1, 1)</td>
<td>1.000</td>
<td>2.000</td>
<td>3.000</td>
<td>4.000</td>
<td>5.000</td>
<td>6.000</td>
<td>7.000</td>
<td>8.000</td>
<td>9.000</td>
<td>10.000</td>
</tr>
<tr>
<td>(2, 1, 2)</td>
<td>1.000</td>
<td>2.000</td>
<td>3.000</td>
<td>4.000</td>
<td>5.000</td>
<td>6.000</td>
<td>7.000</td>
<td>8.000</td>
<td>9.000</td>
<td>10.000</td>
</tr>
<tr>
<td>(6, 1, 1)</td>
<td>1.1716</td>
<td>2.607</td>
<td>3.907</td>
<td>5.208</td>
<td>6.508</td>
<td>7.808</td>
<td>9.108</td>
<td>10.408</td>
<td>11.707</td>
<td>13.007</td>
</tr>
</tbody>
</table>
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Table 2. Values of $r_n(k, l; \alpha)$ for $1 \leq n \leq 6$, $(k, l) \in C_n$ and $\alpha = 2, 3, \ldots, 10$.

<table>
<thead>
<tr>
<th>$(n, k, l)$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
<th>$6$</th>
<th>$7$</th>
<th>$8$</th>
<th>$9$</th>
<th>$10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1, 1, 1)$</td>
<td>1.0000</td>
<td>2.0000</td>
<td>3.0000</td>
<td>4.0000</td>
<td>5.0000</td>
<td>6.0000</td>
<td>7.0000</td>
<td>8.0000</td>
<td>9.0000</td>
</tr>
<tr>
<td>$(2, 2, 1)$</td>
<td>1.6418</td>
<td>2.6758</td>
<td>3.6889</td>
<td>4.6960</td>
<td>5.7004</td>
<td>6.7034</td>
<td>7.7055</td>
<td>8.7072</td>
<td>9.7085</td>
</tr>
<tr>
<td>$(6, 6, 1)$</td>
<td>1.5369</td>
<td>2.5748</td>
<td>3.5898</td>
<td>4.5978</td>
<td>5.6028</td>
<td>6.6063</td>
<td>7.6088</td>
<td>8.6107</td>
<td>9.6122</td>
</tr>
<tr>
<td>$(7, 7, 1)$</td>
<td>1.6608</td>
<td>2.7202</td>
<td>3.7115</td>
<td>4.7067</td>
<td>5.7035</td>
<td>6.7017</td>
<td>7.6969</td>
<td>8.6908</td>
<td>9.6847</td>
</tr>
<tr>
<td>$(8, 8, 1)$</td>
<td>1.5004</td>
<td>2.5390</td>
<td>3.5543</td>
<td>4.5625</td>
<td>5.5767</td>
<td>6.5712</td>
<td>7.5738</td>
<td>8.5757</td>
<td>9.5773</td>
</tr>
<tr>
<td>$(9, 9, 1)$</td>
<td>1.6608</td>
<td>2.7202</td>
<td>3.7115</td>
<td>4.7067</td>
<td>5.7035</td>
<td>6.7017</td>
<td>7.6969</td>
<td>8.6908</td>
<td>9.6847</td>
</tr>
<tr>
<td>$(10, 10, 1)$</td>
<td>1.5004</td>
<td>2.5390</td>
<td>3.5543</td>
<td>4.5625</td>
<td>5.5767</td>
<td>6.5712</td>
<td>7.5738</td>
<td>8.5757</td>
<td>9.5773</td>
</tr>
</tbody>
</table>
The values of $r_n(k, l; \alpha)$ for $1 \leq n \leq 6$, $(k, l) \in C_n$ and $\alpha = 2, 3, \ldots, 10$ are obtained in Table 2.
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