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Abstract This paper is concerned with Newton-like methods for solving unconstrained minimization problems. We derive a general form and its factorized form of a symmetric positive definite matrix that satisfies the secant condition in order to approximate the Hessian matrix of the objective function. We obtain the bounded deterioration property for such a general form, which is an extension of the bounded deterioration property for secant methods. Applying the general form to the secant method, we obtain a new family that includes the Broyden family, and we show local and q-superlinear convergence of our method. Furthermore, we propose applying the general form to nonlinear least squares problems to obtain a modification of the Gauss-Newton method.

1. Introduction

In this paper, we consider the following unconstrained minimization problem:

\[ \text{minimize } f(x), \quad f : \mathbb{R}^n \to \mathbb{R}, \quad x \in \mathbb{R}^n. \]

Let \( x_* \) be a solution to the problem. There are several numerical methods for solving this problem. The methods of interest are iterative methods that are based on Newton’s method and we call these methods \textit{Newton-like methods}. A prototype algorithm of Newton-like methods for solving problem [UMP] is given by the following iterative scheme:

\textbf{Algorithm [NL]}

\begin{enumerate}
  \item \underline{Step 0.} Given an initial guess \( x_0 \in \mathbb{R}^n \) and an initial matrix \( B_0 \in \mathbb{R}^{n \times n} \). Set \( k = 0 \).
  \item \underline{Step 1.} Convergence check.
  \item \underline{Step 2.} Obtain a search direction \( d_k \) by solving the linear system of equations
  \[ B_k d = -\nabla f(x_k). \tag{1.1} \]
  \item \underline{Step 3.} Set \( x_{k+1} = x_k + d_k \).
  \item \underline{Step 4.} Construct a new matrix \( B_{k+1} \), and set \( k := k + 1 \). Go to Step 1. \hfill \Box
\end{enumerate}

Here a matrix \( B_k \) is an approximation to the Hessian matrix \( \nabla^2 f(x_k) \) or itself. Step 4 characterizes this method and, by varying a choice of \( B_k \), Algorithm [NL] gives various kinds of methods. For example, we have Newton’s method by setting \( B_k = \nabla^2 f(x_k) \), and we have secant methods by updating a current matrix \( B_k \) to obtain a new matrix \( B_{k+1} \). In case of secant methods, the new matrix \( B_{k+1} \) is given by

\[ B_{k+1} = B_k + \Delta B_k, \]
where $\Delta B_k$ is a correction matrix, and the matrix is imposed on satisfying the secant condition

$$B_{k+1}s_k = y_k,$$

(1.2)

where

$$s_k = x_{k+1} - x_k \quad \text{and} \quad y_k = \nabla f(x_{k+1}) - \nabla f(x_k).$$

(1.3)

This condition comes from Taylor expansion of $f(x)$ such that

$$\nabla f(x_k) \approx \nabla f(x_{k+1}) + \nabla^2 f(x_{k+1})(x_k - x_{k+1}).$$

Information that is used in determining $B_{k+1}$ is contained in vectors $s_k$ and $y_k$. One requires that $B_{k+1}s_k$ be a good approximation to $\nabla^2 f(x_{k+1})s_k$ or $\nabla^2 f(x_k)s_k$.

Since the Hessian matrix is symmetric, it is desirable for $B_k$ to be symmetric. Within the framework of the line search globalization strategy, which finds a step size $\alpha_k$ such that $f(x_k + \alpha_k d_k) < f(x_k)$ and sets $x_{k+1} = x_k + \alpha_k d_k$, the positive definiteness of $B_k$ guarantees that a direction $d_k$ generated in Step 2 becomes a descent search direction for $f(x)$. In addition, a good information about the Hessian matrix of the objective function enables us to obtain a Newton-like method that possesses a rapid convergence property. Therefore, it is very important to construct a symmetric positive definite matrix $B_{k+1}$ that satisfies some condition with Hessian information, such as the secant condition (1.2). For this purpose, in general, we consider a matrix $B_+ \in \mathbb{R}^{n \times n}$ that satisfies the following condition.

**SSP-Condition**

1. **Secant condition**: Given vectors $s, z \in \mathbb{R}^n$ such that $s^T z > 0$, $B_+$ satisfies the condition

$$B_+ s = z.$$  

(1.4)

2. **Symmetry**: $B_+$ is symmetric.

3. **Positive definiteness**: $B_+$ is positive definite.

A matrix $B_+$ that satisfies the SSP-condition is called the **SSP-matrix**, and a matrix $N_+ \in \mathbb{R}^{m \times n}$ ($m > n$) that satisfies $N_+^T N_+ = B_+$ is called the **factorized form** of $B_+$. When $B_+$ is an SSP-matrix in Algorithm [NL], we call the algorithm the **symmetric positive definite class of Newton-like methods**. Note that the positivity of $s^T z$ is a necessary condition for the existence of the SSP-matrix. In Secant condition (1.4), it is desirable to choose $z$ as a good approximation to $\nabla^2 f(x_*) s$, and we can choose such a vector $z$ based on a structure of the problem. In the case of secant methods, we usually set $s = s_k$ and $y = y_k$ for $s_k$ and $y_k$ in (1.3) and condition (1.4) reduces to condition (1.2).

Secant methods which preserve the positive definiteness have been studied. For example, Gay [9] dealt with the rank-two updates. Brodlie et al. [2] proposed the real product form. Factorized versions of the updates were studied, for example, by Goldfarb [10], Dennis and Schnabel [6], Yabe [14], Yamaki and Yabe [15], and Ip [12]. Dennis and Schnabel, and Ip derived the factorized updates by using least change secant updates. Furthermore, Zhang and Tewarson [16] discussed the Cholesky factorization of the updating formulae. In this paper, we will deal with a wider class of positive definite matrices than updating formulae in secant methods.

The objects of this paper are showing a general form and its factorized form of SSP-matrices to propose a symmetric positive definite class of Newton-like methods, and applying it to secant methods and other methods. By finding such a general form, it may be
expected that we can unify Newton-like methods that satisfy the SSP-condition, and discuss convergence properties of methods from the viewpoint of the SSP-matrix.

The present paper is organized as follows. In Section 2, we will give a general form and its factorized form that satisfy the SSP-condition. We will also derive a bounded deterioration property for the general form, which is very useful to show convergence properties of specific numerical methods given in the subsequent section. In Section 3, we will propose a symmetric positive definite class of secant methods as an application of the SSP-matrix and will discuss its convergence property. Specifically, in Subsection 3.1, we will derive a new family of secant methods and in Subsection 3.2, show local and q-superlinear convergence of our method. Furthermore, in Subsection 3.3, the Broyden family will be described as a subfamily of our new family. In Section 4, we will propose a modification of the Gauss-Newton method for nonlinear least squares problems as another application of the SSP-matrix.

Throughout this paper, for a vector, \( \| \| \) denotes the \( l_2 \) norm and for a matrix, \( \| \| \) denotes the operator norm induced from the \( l_2 \) vector norm. For a matrix \( Q \in \mathbb{R}^{n \times n} \) and a symmetric nonsingular matrix \( M \in \mathbb{R}^{n \times n} \), let \( \| Q \|_F \) denote the Frobenius norm of \( Q \) and let \( \| Q \|_{F,M} \) be \( \| M^{-1}QM^{-1} \|_F \). By the equivalence of norms, there exists a positive constant \( \eta \) such that

\[
\frac{1}{\eta} \| Q \|_{F,M} \leq \| Q \| \leq \eta \| Q \|_{F,M}.
\]  

(1.5)

For a symmetric positive definite matrix \( S \in \mathbb{R}^{n \times n} \), let \( S^{\frac{1}{2}} \) denote a symmetric matrix such that \( (S^{\frac{1}{2}})^2 = S \).

2. General Form of an SSP-matrix

In this section, we will present a general form and its factorized form of SSP-matrices. Both the forms will be useful tools for studying Newton-like methods. First we give a general form of SSP-matrices.

**Theorem 1** A general form of SSP-matrices is given by the form

\[
B_+ = C - \frac{C s s^T C}{s^T C s} + \frac{z z^T}{s^T z} + (s^T C s) w w^T,
\]  

(2.1)

or equivalently,

\[
B_+ = \left( I - \frac{s u^T \Phi}{s^T \Phi u} \right)^T \Phi^T \Phi \left( I - \frac{s u^T \Phi}{s^T \Phi u} \right) + \frac{z z^T}{s^T z},
\]  

(2.2)

with

\[
w = \frac{\Phi^T u - C s}{s^T C s} \quad \text{and} \quad C = \Phi^T \Phi,
\]  

(2.3)

where \( \Phi \) is any full column rank matrix, and \( u \) is any vector such that \( s^T \Phi^T u \neq 0 \).

**Proof.** It is easily shown that \( B_+ \) satisfies the secant condition. Moreover, setting \( \gamma = (p^T C p)(s^T C s) - (p^T C s)^2 \) for any nonzero vector \( p \in \mathbb{R}^n \), we have

\[
p^T B_+ p = \frac{\gamma}{s^T C s} + \frac{(p^T z)^2}{s^T z} + (s^T C s)(p^T w)^2.
\]

Since Cauchy-Schwarz inequality implies \( \gamma \geq 0 \), we at least have \( p^T B_+ p \geq 0 \). If \( \gamma > 0 \), then \( p^T B_+ p > 0 \). If \( \gamma = 0 \), then \( p = \tau s \) for some \( \tau \neq 0 \) and \( (p^T z)^2 = (\tau s^T z)^2 > 0 \), so we have \( p^T B_+ p > 0 \). This implies that \( B_+ \) is positive definite. Thus \( B_+ \) in (2.1) (or (2.2)) satisfies the SSP-condition.
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Conversely, let $\tilde{B}_+$ be any matrix that satisfies the SSP-condition. Since $\tilde{B}_+$ is symmetric positive definite, there exists a full column rank matrix $\tilde{F}_+ \in R^{m \times n}$ such that $\tilde{B}_+ = \tilde{F}_+^T \tilde{F}_+$. Setting $\Phi = \tilde{F}_+$ yields $C = \tilde{B}_+$. By choosing $u$ such that $\Phi^T u = z$, we have $w = 0$. Then the righthand side in (2.1) yields

$$C - \frac{C_{ss}^T C}{s^T C s} \frac{zz^T}{s^T z} + (s^T C s) w w^T = \tilde{B}_+ - \frac{\tilde{B}_+ s s^T \tilde{B}_+}{s^T \tilde{B}_+ s} \frac{zz^T}{s^T z} = \tilde{B}_+.$$ 

This implies that $\tilde{B}_+$ can be formed as (2.1).

Hence the matrix (2.1) is a general form of SSP-matrices.

Though an expression of the general form is not unique and there exist various types of forms, expression (2.1) is convenient to us in analyzing convergence properties of methods proposed below.

Since the SSP-matrix is symmetric positive definite, it can be represented by a factorized form. It is meaningful to construct a factorized form of SSP-matrices. Then following Yamaki and Yabe [15], we obtain the next theorem.

**Theorem 2** The matrix $N_+$ given by

$$N_+ = \Phi \left( I - \frac{su^T \Phi}{s^T \Phi u} \right) + \frac{uz^T}{\sqrt{s^T z ||u||}}$$

is a factorized form of the general form $B_+$ in (2.1).

**Proof.** It follows from a direct calculation that $N_+^T N_+ = B_+$. \hfill \Box

Note that a factorized form is not unique for the matrix (2.1). In fact, for any orthogonal matrix $\Gamma$, $(\Gamma N_+)^T (\Gamma N_+)$ also yields $B_+$ of (2.1). Thus if $N_+$ with $\Phi$ and $u$ is a factorized form of (2.1), then so is $\Gamma N_+$.

Now we derive a bounded deterioration property for the general form (2.1). Broyden, Dennis and Moré [3] originally proposed the bounded deterioration principle for secant methods, and our result is an application of the bounded deterioration property to SSP-matrices. This plays an important role in proving of convergence theorems of a method proposed in Section 3. Let $M \in R^{n \times n}$ be a symmetric nonsingular matrix. Set

$$\tilde{C} = M^{-1} C M^{-1}, \quad \tilde{z} = M^{-1} z, \quad \tilde{s} = Ms \quad \text{and} \quad \tilde{B}_+ = M^{-1} B_+ M^{-1}. \quad (2.5)$$

We note that under the above relations, $\tilde{B}_+$ also satisfies the secant condition with respect to $\tilde{s}$, $\tilde{z}$, and that $s^T z = \tilde{s}^T \tilde{z}$ holds.

Then the bounded deterioration property for the general form (2.1) is given by the following theorem. In this theorem, equation (2.10) means the bounded deterioration property, and a positive scalar $\sigma^4$ is a significant factor and plays an important role in showing the fast convergence property given later on (see for example the proofs of Theorems 4 and 5).

**Theorem 3** Suppose that, for $s$ and $z$, there exist positive constants $\zeta$, $\beta_1, \beta_2, \gamma_1, \gamma_2$ and a positive scalar $\sigma^4$ such that

$$||\tilde{z} - \tilde{s}|| \leq \zeta \sigma^4 ||\tilde{s}||$$

Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
Assume that, for some positive constants $\delta'$ and $K'$,

$$\| \hat{C} - I \|_F \leq \delta' \quad \text{and} \quad \| \hat{C} \| \leq K'.$$  \hfill (2.8)

Let the matrix $B_+$ be generated by (2.1). Assume that the vector $u$ is chosen such that $w$ in (2.3) satisfies

$$\|(s^T C s)(ww^T - vv^T)\|_{F,M} \leq \rho_1 \frac{\|(\hat{C} - I)\|_2^2}{\|\hat{s}\|} + \rho_2 \sigma^2$$  \hfill (2.9)

for positive constants $\rho_1$ and $\rho_2$, where

$$v = \frac{z}{s^T z} - \frac{Cs}{s^T Cs}.$$

Then

$$\|B_+ - M^2\|_{F,M} \leq \|C - M^2\|_{F,M} + \mu \sigma^2$$  \hfill (2.10)

where

$$\mu = \rho_2 + \zeta \left( \frac{4K'}{\beta_1} \left( \frac{\zeta}{\beta_1} + 1 \right) + \frac{\gamma_2^2}{\beta_1} + \gamma_2 + 1 \right).$$

**Proof.** We prove this theorem in a similar way to the proof of Lemma 3.5 in [13], which showed the bounded deterioration property for the Broyden family of the secant method. Note that the general form (2.1) can be represented by

$$B_+ = A + (s^T C s)(ww^T - vv^T),$$  \hfill (2.11)

where

$$A = \left( I - \frac{s z^T}{s^T z} \right)^T C \left( I - \frac{s z^T}{s^T z} \right) + \frac{z z^T}{s^T z}. \hfill (2.12)$$

First we will give an estimate for the matrix $A$. It follows from (2.5) and (2.12) that

$$M^{-1}(A - M^2)M^{-1} = D + E + E^T + F + G,$$

where

$$D = \left( I - \frac{\hat{s} s^T}{\|s\|^2} \right) \left( \hat{C} - I \right) \left( I - \frac{\hat{s} s^T}{\|s\|^2} \right),$$

$$E = \left( I - \frac{\hat{s} s^T}{\|s\|^2} \right) \hat{C} \left( \frac{\hat{s} s^T}{\|s\|^2} - \hat{s} z^T \right),$$

$$F = \left( \frac{\hat{s} s^T}{\|s\|^2} - \frac{\hat{s} z^T}{s^T z} \right)^T \hat{C} \left( \frac{\hat{s} s^T}{\|s\|^2} - \frac{\hat{s} z^T}{s^T z} \right),$$

$$G = \frac{s z^T}{s^T z} - \frac{\hat{s} s^T}{\|s\|^2}.$$
If $C \neq M^2$, then we have

$$
\|D\|_F^2 \leq \left\| I - \frac{\hat{s}s^T}{\|\hat{s}\|^2} \right\|^2 \left\| \hat{C} - I \right\|_F^2 - \frac{1}{2} \left( \frac{\|\hat{C} - I\|_F \|\hat{s}\|}{\|\hat{s}\|^2} \right)^2
$$

and

$$
\|\hat{C} - I\|_F - \frac{1}{2} \frac{\|\hat{C} - I\|_F \|\hat{s}\|}{\|\hat{s}\|^2} \geq \|\hat{C} - I\|_F - \frac{1}{2} \|\hat{C} - I\|_F \|\hat{s}\|/\|\hat{s}\|^2
$$

Thus by (2.8), (2.13) and (2.14), we have

$$
\|D\|_F \leq \|C - M^2\|_{F,M} - \frac{1}{2\delta} \frac{\|\hat{C} - I\|_F \|\hat{s}\|}{\|\hat{s}\|^2}.
$$

If $C = M^2$, then the above inequality also holds, because $D$ becomes the zero matrix. Furthermore, since the assumptions yield

$$
\left\| \frac{\hat{s}s^T}{\hat{s}^T \hat{s}} - \frac{\hat{s}z^T}{\hat{s}^T \hat{s}} \right\|_F = \left\| \frac{\hat{s}(\hat{z} - \hat{s})}{\|\hat{s}\|^2} \hat{s}^T \hat{z} + \frac{\hat{s}(\hat{z} - \hat{s})^T}{\hat{s}^T \hat{z}} \right\|_F
$$

and

$$
\left\| \frac{\hat{s}s^T}{\hat{s}^T \hat{s}} - \frac{\hat{s}z^T}{\hat{s}^T \hat{s}} \right\|_F \leq \frac{2\zeta}{\beta_1},
$$
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we see that
\[
\|E\|_F \leq \left\| I - \frac{\tilde{s} \tilde{s}^T}{\|\tilde{s}\|^2} \right\| \|\tilde{C}\| \left\| \frac{\tilde{s} \tilde{s}^T}{\|\tilde{s}\|^2} - \frac{\tilde{s} \tilde{s}^T}{\tilde{s}^T \tilde{s}} \right\|_F \leq K' \frac{2\zeta}{\beta_1} \sigma^4,
\]
\[
\|F\|_F \leq \left\| \tilde{C} \right\| \left\| \frac{\tilde{s} \tilde{s}^T}{\|\tilde{s}\|^2} - \frac{\tilde{s} \tilde{s}^T}{\tilde{s}^T \tilde{s}} \right\|_F \leq K' \left( \frac{2\zeta}{\beta_1} \sigma^4 \right)^2,
\]
\[
\|G\|_F \leq \left( \frac{\gamma_2}{\beta_1} + \gamma_2 + 1 \right) \zeta \sigma^4.
\]
Thus the relation
\[
\|A - M^2\|_{F,M} \leq \|D\|_F + 2\|E\|_F + \|F\|_F + \|G\|_F
\]
implies
\[
\|A - M^2\|_{F,M} \leq \|C - M^2\|_{F,M} - \frac{\|\tilde{C} - I\|}{2\beta^4\|\tilde{s}\|^2} + \mu' \sigma^4, \tag{2.15}
\]
where
\[
\mu' = \zeta \left( \frac{4K'}{\beta_1} + \frac{4K'\zeta}{\beta_1^2} + \frac{\gamma_2^2}{\beta_1} + \gamma_2 + 1 \right).
\]
Therefore, it follows from equations (2.9), (2.11) and (2.15) that
\[
\|B^+_+ - M^2\|_{F,M} \leq \|C - M^2\|_{F,M} + \|C\|_{F,M} \|C\|_{F,M} + \mu \sigma^4 + \left( \rho_1 - \frac{1}{2\beta^4} \right) \|\tilde{C} - I\| \|\tilde{s}\|^2,
\]
where \( \mu = \rho_2 + \mu' \).

To end this section, we derive a general form of a matrix \( H^+ \) that corresponds to \( B^+_i^{-1} \). In this case, the first condition of the SSP-condition is replaced by
\[
H^+_+ z = s.
\]
Then in a similar way to the preceding, we obtain a general form for \( H^+ \) and its factorized form \( \tilde{N}^+ \) that satisfy the SSP-condition as follows:
\[
H^+_+ = \tilde{C} - \frac{\tilde{C} z z^T \tilde{C}}{z^T \tilde{C} z} + \frac{\tilde{s} \tilde{s}^T}{z^T z} + (z^T \tilde{C} z) \tilde{w} \tilde{w}^T,
\]
or equivalently,
\[
H^+_+ = \left( I - \frac{z \tilde{u}^T \tilde{\Phi}}{z^T \tilde{\Phi} \tilde{u}} \right)^T \tilde{C} \left( I - \frac{z \tilde{u}^T \tilde{\Phi}}{z^T \tilde{\Phi} \tilde{u}} \right) + \tilde{s} \tilde{s}^T,
\]
with
\[
\tilde{w} = \tilde{z} \tilde{u}^T \tilde{\Phi} - \tilde{C} z \tilde{C} z^T, \quad \tilde{C} = \tilde{z} \tilde{u}^T \tilde{\Phi} \tilde{u}^T
\]
and
\[
\tilde{N}^+_+ = \tilde{\Phi} \left( I - \frac{z \tilde{u}^T \tilde{\Phi}}{z^T \tilde{\Phi} \tilde{u}} \right) + \tilde{u} \tilde{s}^T \sqrt{z^T z \| \tilde{u} \|} = \tilde{\Phi} - \tilde{\Phi} z \tilde{u}^T \tilde{\Phi} z \tilde{u}^T \tilde{\Phi} \tilde{u} + \frac{\tilde{u} \tilde{s}^T}{\sqrt{z^T z \| \tilde{u} \|}}.
\]
where \( \tilde{\Phi} \) is any full column rank matrix and \( \tilde{u} \) is any vector such that \( z \tilde{\Phi} \tilde{u} \neq 0 \). By using this form, we can obtain a search direction
\[
d_k = -H_k \nabla f(x_k)
\]
without solving the linear system of equations (1.1) in Algorithm [NL].
3. Application of SSP-matrix to Secant Methods

3.1. A new family of secant updates

In this section, we consider the secant method for solving the unconstrained minimization problem [UMP]. The method is characterized by the fact that a new Hessian approximation $B_{k+1}$ in Step 4 of Algorithm [NL] is generated by updating a current matrix $B_k$ so as to satisfy the secant condition (1.2). By using the general forms (2.1) and (2.4), we obtain a new family and its factorized form for $B_k$ that satisfy the SSP-condition.

In what follows, we assume that $V_2 f(x^*)$ is symmetric positive definite and we define

$$M = \nabla^2 f(x^*)^\frac{1}{2}. \quad (3.1)$$

By setting $s = s_k$, $z = y_k$, $\Phi = L_k \in \mathbb{R}^{n \times n}$ and $C = B_k = L_k^T L_k$ in (2.1) and (2.4), we obtain $B_+ = B_{k+1}$ and $N_+ = L_{k+1}$ as follows:

$$B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{s_k^T y_k} + (s_k^T B_k s_k) w_k w_k^T, \quad (3.2)$$

and

$$L_{k+1} = L_k - \frac{L_k s_k u_k^T L_k}{s_k^T L_k u_k} + \frac{u_k y_k^T}{\sqrt{s_k^T y_k ||u_k||}}, \quad (3.3)$$

where $u_k$ is any vector such that $s_k^T L_k u_k \neq 0$ and

$$w_k = \frac{L_k u_k}{s_k^T L_k u_k} - \frac{B_k s_k}{s_k^T B_k s_k}. \quad (3.4)$$

The form (3.2) is a class of symmetric positive definite secant updates that includes the parameter vector $u_k \in \mathbb{R}^n$, and the form (3.3) is its factorized form. Note that (3.2) is a symmetric positive definite update with an at most rank-three correction, while (3.3) is an update with an at most rank-two correction. A specific choice of $u_k$ yields a symmetric positive definite update with a rank-two or rank-three correction. For example, a rank-one update in (3.3) yields a rank-two update in (3.2), and a rank-two update in (3.3) yields a rank-three update in (3.2), which are presented below. A unified approach of symmetric positive definite updates with a rank-two correction can be found in [9].

3.2. Local and q-superlinear convergence

Our objective in this subsection is to show local and q-superlinear convergence of the secant method with (3.2) and (3.3). We first prove that this family satisfies the bounded deterioration property given by Broyden, Dennis and Moré [3]. Next, q-superlinear convergence of our method follows from the Dennis-Moré characterization [5]. For this purpose, we will use Theorem 3 given in Section 2.

Let $D$ be an open convex subset of $\mathbb{R}^n$, which contains a local minimizer $x_*$ of $f(x)$. We assume the following standard conditions.

(A1) There exists a positive constant $\xi$ such that

$$||\nabla^2 f(x) - \nabla^2 f(x')|| \leq \xi ||x - x'||$$

for any $x$, $x'$ in $D$.

(A2) $\nabla^2 f$ is symmetric positive definite at $x_*$. 
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It follows easily from assumption (A1) and the mean value theorem that, for any \( x, x' \in D, \)
\[
\| \nabla f(x) - \nabla f(x') - \nabla^2 f(x_*)(x - x') \| \leq \xi \max(\|x - x_*\|, \|x' - x_*\|) \|x - x'| \tag{3.5}
\]
(see for example [7]). Define
\[
\sigma_k = \max(\|x_{k+1} - x_*\|, \|x_k - x_*\|). \tag{3.6}
\]
For the matrix \( M \) in (3.1), set
\[
\tilde{B}_k = M^{-1} B_k M^{-1}, \quad \tilde{y}_k = M^{-1} y_k, \quad \tilde{s}_k = M s_k \quad \text{and} \quad \tilde{B}_{k+1} = M^{-1} B_{k+1} M^{-1}.
\]
In the lemma below, we offer that conditions corresponding to (2.6) and (2.7) are satisfied.

**Lemma 1** Suppose that assumptions (A1) and (A2) hold. Then there exists a positive constant \( \zeta \) such that
\[
\| \tilde{y}_k - \tilde{s}_k \| \leq \zeta \sigma_k \| \tilde{s}_k \|
\]
for any \( x_k, x_{k+1} \in D. \) Furthermore, there exist positive constants \( \beta_1, \beta_2, \gamma_1 \) and \( \gamma_2 \) such that
\[
\beta_1 \| \tilde{s}_k \|^2 \leq \tilde{s}_k^T y_k \leq \beta_2 \| \tilde{s}_k \|^2
\]
and
\[
\gamma_1 \| \tilde{s}_k \| \leq \| \tilde{y}_k \| \leq \gamma_2 \| \tilde{s}_k \|
\]
for any \( x_k \) and \( x_{k+1} \) which satisfy
\[
\| x_k - x_* \| \leq \varepsilon \quad \text{and} \quad \| x_{k+1} - x_* \| \leq \varepsilon
\]
for \( \varepsilon \) sufficiently small.

**Proof.** The results follow directly from Section 4 in [3]. \( \square \)

We now establish the local and linear convergence theorem of our method.

**Theorem 4** Suppose that assumptions (A1) and (A2) are satisfied. Let the matrix \( B_k \) be updated by (3.2). Assume that the vector \( u_k \) is chosen such that \( w_k \) in (3.4) satisfies
\[
\|(s_k^T B_k s_k)(w_k w_k^T - v_k v_k^T)\|_{F,M} \leq \rho_1 \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2} + \rho_2 \sigma_k \tag{3.7}
\]
for positive constants \( \rho_1 \) and \( \rho_2 \) which are independent of \( k, \) where
\[
v_k = \frac{y_k}{s_k^T y_k} - \frac{B_k s_k}{s_k^T B_k s_k}.
\]
Let the sequence \( \{ x_k \} \) be generated by
\[
x_{k+1} = x_k + s_k \quad \text{and} \quad B_k s_k = -\nabla f(x_k).
\]

Then, for any \( \nu \in (0, 1), \) there exist positive constants \( \varepsilon \) and \( \delta \) such that if
\[
\| x_0 - x_* \| \leq \varepsilon, \quad x_0 \in D
\]
and
\[
\| B_0 - \nabla^2 f(x_*) \|_{F,M} \leq \delta,
\]
the sequence \( \{ x_k \} \) is well defined and converges linearly to \( x_* \) with
\[
\| x_{k+1} - x_* \| \leq \nu \| x_k - x_* \|.
\]
Choose $\varepsilon$ such that $\mathcal{N}_1 \subset D$. Now we prove, by mathematical induction, that the following expressions (E1; $k$) – (E3; $k$) hold for all $k \geq 0$:

(E1; $k$) \[ B_k \in \mathcal{N}_2, \quad \|B_k\| \leq \tau_1, \quad \text{and} \quad \|B_{k-1}\| \leq \tau_2, \]

(E2; $k$) \[ \|x_{k+1} - x_*\| \leq \nu \|x_k - x_*\|, \quad x_{k+1} \in \mathcal{N}_1, \]

(E3; $k$) \[ \|B_{k+1} - \nabla^2 f(x_*)\|_{F,M} \leq \|B_k - \nabla^2 f(x_*)\|_{F,M} + \mu \sigma_k \]
\[ + \left( \rho_1 - \frac{1}{4\delta} \right) \frac{\|B_k - I\|_2 \|s_k\|^2}{\|s_k\|^2}, \]

where $\tau_1, \tau_2$ and $\mu$ are positive constants defined below.

We first consider the case of $k = 0$.

(E1;0) The first and second results follow directly from the choice of the initial matrix. If we choose $\delta$ such that
\[ 2\eta \|\nabla^2 f(x_*)^{-1}\| \delta \leq \frac{\nu}{1 + \nu}, \]
the fact $B_0 \in \mathcal{N}_2$ yields
\[ \|\nabla^2 f(x_*)^{-1}\| \|B_0 - \nabla^2 f(x_*)\| \leq 2\eta \delta \|\nabla^2 f(x_*)^{-1}\| \leq \frac{\nu}{1 + \nu} < 1, \]

where $\eta$ is defined by (1.5). By the Banach perturbation lemma ([7; Theorem 3.1.4]), $B_0$ is nonsingular and
\[ \|B_0^{-1}\| \leq (1 + \nu) \|\nabla^2 f(x_*)^{-1}\| = \tau_2. \]

(E2;0) It follows easily from (3.5), (3.8) and $\nabla f(x_*) = 0$ that
\[ \|x_1 - x_*\| = \|x_0 - B_0^{-1} \nabla f(x_0) - x_*\| \]
\[ = \| - B_0^{-1} (\nabla f(x_0) - \nabla f(x_*) - \nabla^2 f(x_*)(x_0 - x_*)) - (B_0 - \nabla^2 f(x_*))(x_0 - x_*)\| \]
\[ \leq \|B_0^{-1}\| \|\nabla f(x_0) - \nabla f(x_*) - \nabla^2 f(x_*)(x_0 - x_*)\| + \|B_0 - \nabla^2 f(x_*)\| \|x_0 - x_*\| \]
\[ \leq \tau_2 (\xi \varepsilon + 2\eta \delta) \|x_0 - x_*\|. \]

If we choose $\varepsilon$ and $\delta$ such that
\[ \tau_2 (\xi \varepsilon + 2\eta \delta) < \nu, \]
we have
\[ \|x_1 - x_*\| \leq \nu \|x_0 - x_*\| \leq \varepsilon. \]

Thus $x_1 \in \mathcal{N}_1$.

(E3;0) By setting $s = s_0, \quad z = y_0, \quad \sigma^2 = \sigma_0, \quad \delta' = 2\delta$ and $K' = \|M^{-1}\|^2 \tau_1$,

Theorem 3 and Lemma 1 yield
\[ \|B_1 - \nabla^2 f(x_*)\|_{F,M} \leq \|B_0 - \nabla^2 f(x_*)\|_{F,M} + \mu \sigma_0 + \left( \rho_1 - \frac{1}{4\delta} \right) \frac{\|B_0 - I\|_2 \|s_0\|^2}{\|s_0\|^2}. \]
Therefore the case of \( k = 0 \) is proved.

We assume as an induction hypotheses that expressions (E1;\( k \)) - (E3;\( k \)) hold for \( k = 0, \ldots, t - 1 \). Then

\[
\| B_{k+1} - \nabla^2 f(x_*) \|_{F, M} \leq \| B_k - \nabla^2 f(x_*) \|_{F, M} + \mu \sigma_k + \left( \rho_1 - \frac{1}{4\delta} \right) \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2}
\]

for \( k = 0, \ldots, t - 1 \), and by summing both sides from \( k = 0 \) to \( t - 1 \), it follows that

\[
\| B_t - \nabla^2 f(x_*) \|_{F, M} \leq \| B_0 - \nabla^2 f(x_*) \|_{F, M} + \mu \sum_{k=0}^{t-1} \sigma_k + \left( \rho_1 - \frac{1}{4\delta} \right) \sum_{k=0}^{t-1} \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2}.
\]

Note that, for \( \sigma_k \) in (3.6),

\[
\sigma_k = \max(\| x_{k+1} - x_* \|, \| x_k - x_* \|) = \| x_k - x_* \| \leq \nu^k \varepsilon.
\]

If we choose \( \varepsilon \) and \( \delta \) such that

\[
\frac{\mu}{1 - \nu} \varepsilon < \delta \quad \text{and} \quad \rho_1 - \frac{1}{4\delta} < 0,
\]

then we obtain

\[
0 \leq \| B_t - \nabla^2 f(x_*) \|_{F, M} \leq \| B_0 - \nabla^2 f(x_*) \|_{F, M} + \mu \varepsilon \sum_{k=0}^{t-1} \nu^k + \left( \rho_1 - \frac{1}{4\delta} \right) \sum_{k=0}^{t-1} \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2} \leq \| B_0 - \nabla^2 f(x_*) \|_{F, M} + \frac{\mu}{1 - \nu} \varepsilon + \left( \rho_1 - \frac{1}{4\delta} \right) \sum_{k=0}^{t-1} \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2} \leq 2\delta,
\]

which implies \( B_t \in \mathcal{N}_2 \). We can prove the rest of (E1;\( t \)), (E2;\( t \)) and (E3;\( t \)) in the same way as the case of \( k = 0 \).

This concludes the induction, and the proof of the theorem.

The following theorem shows q-superlinear convergence of our method.

**Theorem 5** Suppose that all conditions of Theorem 4 hold. Then the sequence \( \{ x_k \} \) generated by the scheme (3.8) with the family (3.2) converges q-superlinearly to \( x_* \).

**Proof.** It follows directly from (3.9) in the proof of Theorem 4 that, for all \( t \geq 1 \),

\[
0 \leq \left( \frac{1}{4\delta} - \rho_1 \right) \sum_{k=0}^{t-1} \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2} \leq \| B_0 - \nabla^2 f(x_*) \|_{F, M} + \frac{\mu}{1 - \nu} \varepsilon \leq 2\delta.
\]

Since this guarantees the convergence of the infinite series

\[
\sum_{k=0}^{\infty} \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|^2}{\| \tilde{s}_k \|^2},
\]

we have

\[
\lim_{k \to \infty} \frac{\| (\tilde{B}_k - I) \tilde{s}_k \|}{\| \tilde{s}_k \|} = 0.
\]
Thus the relation
\[
\frac{\|(B_k - \nabla^2 f(x_*))s_k\|}{\|s_k\|} = \frac{\|M(M^{-1}B_kM^{-1} - I)Ms_k\|}{\|Ms_k\|} \frac{\|Ms_k\|}{\|s_k\|} \leq \frac{\|M\|^2 \|(B_k - I)s_k\|}{\|s_k\|}
\]
implies
\[
\lim_{k \to \infty} \frac{\|(B_k - \nabla^2 f(x_*))s_k\|}{\|s_k\|} = 0.
\]
This is the necessary and sufficient condition that the sequence \(\{x_k\}\) converges \(\eta\)-superlinearly to \(x_*\) [5]. Therefore, the proof is complete. \(\square\)

### 3.3. Example
In this subsection, we introduce the symmetric positive definite class of Broyden family as a subfamily of our family (3.2) and give its convergence property as a corollary of Theorems 4 and 5. For any scalar \(\psi_k\), set
\[
u_k = (1 - \psi_k) \frac{L_k s_k}{s_k^T B_k s_k} + \psi_k \frac{(L_k^T)^{-1} y_k}{s_k^T y_k}.
\]
(3.10)
Since this \(u_k\) satisfies
\[
L_k^T u_k = (1 - \psi_k) \frac{B_k s_k}{s_k^T B_k s_k} + \psi_k \frac{y_k}{s_k^T y_k}
\]
and \(s_k^T L_k^T u_k = 1\), the vector \(w_k\) in (3.4) becomes
\[
w_k = \psi_k \left( \frac{y_k}{s_k^T y_k} - \frac{B_k s_k}{s_k^T B_k s_k} \right).
\]
Then from (3.2) and (3.3), we obtain the Broyden family and its factorized form as follows:
\[
B_{k+1}^{Broyden} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{s_k^T y_k} + \psi_k^2 (s_k^T B_k s_k) v_k v_k^T
\]
(3.11)
with
\[
v_k = \frac{y_k}{s_k^T y_k} - \frac{B_k s_k}{s_k^T B_k s_k},
\]
(3.12)
and
\[
L_{k+1}^{Broyden} = L_k + (1 - \psi_k) \left( \frac{L_k s_k}{s_k^T B_k s_k} \right) \left( \sqrt{\lambda_k} y_k - B_k s_k \right)^T
\]
\[
+ \psi_k L_k \left( \sqrt{\lambda_k} B_k^{-1} y_k - s_k \right) \left( \frac{y_k}{s_k^T y_k} \right)^T,
\]
(3.13)
where
\[
\lambda_k = \left[ (1 - \psi_k^2) \frac{s_k^T y_k}{s_k^T B_k s_k} + \psi_k^2 \frac{y_k^T B_k^{-1} y_k}{s_k^T y_k} \right]^{-1}.
\]
In this case, by choosing specific parameter \(\psi_k\) in the Broyden family, we have the BFGS update, the DFP update and their factorized forms as follows:
A Bounded Deterioration Property

BFGS update: Setting $\psi_k = 0$ in (3.11) – (3.13), we have

$$B_{k+1}^{BFGS} = B_k - \frac{B_k s_k y_k^T B_k}{s_k y_k} + \frac{y_k y_k^T}{s_k y_k}$$

and

$$L_{k+1}^{BFGS} = L_k + \left( \frac{L_k s_k y_k}{s_k y_k} \right) \left( \frac{s_k y_k}{s_k y_k} - B_k s_k \right)^T. \quad (3.14)$$

DFP update: Setting $\psi_k = 1$ or $\psi_k = -1$ in (3.11) – (3.13), we have

$$B_{k+1}^{DFP} = B_k - \frac{B_k s_k y_k^T + y_k s_k^T B_k}{s_k y_k} + \left( 1 + \frac{s_k^T B_k s_k}{s_k y_k} \right) \frac{y_k y_k^T}{s_k y_k}$$

and

$$L_{k+1}^{DFP} = L_k + L_k \left( \frac{s_k y_k}{y_k B_k^{-1} y_k} - B_k^{-1} y_k - s_k \right) \left( \frac{y_k}{s_k y_k} \right)^T. \quad (3.15)$$

Note that the forms (3.14) and (3.15) are identical with those given by Dennis and Schnabel [6].

Next, we give the local and q-superlinear convergence property of the Broyden family.

Corollary 1 Suppose that assumptions (A1) and (A2) are satisfied. Assume that there exists a positive constant $\psi'$ such that $|\psi_k| \leq \psi$. Let the sequence $\{x_k\}$ be generated by (3.8). Then, the secant method with the Broyden family (3.11) has the local and q-superlinear convergence property.

Proof. Since $w_k = \psi_k v_k$, we see that

$$\|(s_k^T B_k s_k)(w_k w_k^T - v_k v_k^T)\|_{F,M} = |\psi_k^2 - 1| \|(s_k^T B_k s_k)v_k v_k^T\|_{F,M} \leq (|\psi'|^2 + 1) \|(s_k^T B_k s_k)v_k v_k^T\|_{F,M}.$$  

In a similar way to the proof of Lemma 3.4 in [13], we can show that

$$((|\psi'|^2 + 1) \|(s_k^T B_k s_k)v_k v_k^T\|_{F,M} \leq \rho_1 \frac{\|(\hat{B}_k - I)\hat{s}_k\|^2}{\hat{s}_k^2} + \rho_2 \sigma_k$$

for $x_k, x_{k+1}$ very close to $x_*$, where $\rho_1$ and $\rho_2$ are positive constants. This implies that condition (3.7) holds. Therefore, by Theorems 4 and 5, the secant method with the Broyden family converges locally and q-superlinearly to $x_*$. \qed

The preceding convergence result for the Broyden family corresponds to that shown by Stachurski [13].

4. Concluding Remarks

Within the framework of Newton-like methods for solving unconstrained minimization problems, we have obtained the general form (2.1) and its factorized form (2.4) of a matrix satisfying the SSP-condition. By finding such a general form, it may be expected that we can unify Newton-like methods that possess the positive definiteness and their convergence properties. Indeed Theorem 3 implies the bounded deterioration property for the SSP-matrix and has played an important role in proving the convergence properties of the methods proposed in Section 3. The standard bounded deterioration theorem deals with...
the case of $\sigma^2 = \sigma_k$, which is given in (3.6), for secant methods. In Section 3, we have derived a new family (3.2) of secant methods that contains the symmetric positive definite class of Broyden family (3.11), and we have shown local and q-superlinear convergence of our method.

To end this section, we will present two remarks. The first is a conjugate search direction for minimizing the strictly convex quadratic function. The second is a method which is not based on the updating scheme. This is a category of methods different from secant methods.

We first consider minimizing the strictly convex quadratic function

$$f(x) = \frac{1}{2} x^T Q x + a^T x,$$

where $Q \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix. It is known that if the secant method satisfies

$$B_{k+1}s_i = y_i, \quad i = 1, \ldots, k,$$

then the method with the exact line search generates the $Q$-conjugate search directions $\{d_k\}$, i.e. $d_i^T Q d_j = 0$ for $i \neq j$ (see [11]). Here the exact line search means that we choose a step size $\alpha_k$ such that $\nabla f(x_k + \alpha_k d_k)^T d_k = 0$ holds. Consequently the minimum point can be obtained in at most $n$ iterations. We can discuss a condition under which the secant method with our family (3.2) generates $Q$-conjugate search directions. If we choose a parameter vector $u_k$ in (3.4) such that

$$s_k^T T_k u_k \neq 0 \quad \text{and} \quad s_j^T T_k u_k = 0, \quad j = 0, 1, \ldots, k - 1$$

holds, then the secant method with (3.2) and the exact line search generates the $Q$-conjugate search directions $\{d_k\}$. Note that $s_i = \alpha d_i$ and $y_i = Q s_i$ hold at each iteration. We can show that if $B_{k} s_i = y_i, \quad i = 0, \ldots, k - 1$, and $s_j^T Q s_j = 0, \quad 0 \leq i < j \leq k$, are satisfied, then we have, for $i = 0, \ldots, k$,

$$B_{k+1}s_i = y_i$$

and

$$s_{k+1}^T Q s_i = s_{k+1}^T y_i = - \alpha_{k+1} \nabla f(x_{k+1})^T B_{k+1}^{-1} y_i = - \alpha_{k+1} \nabla f(x_{k+1})^T s_i = 0,$$

because $\nabla f(x_{k+1})$ is orthogonal to the subspace spanned by $s_0, s_1, \ldots, s_k$. Therefore we obtain the result by mathematical induction. As a specific choice of $u_k$, the vector (3.10) satisfies condition (4.1). Thus the secant method with the Broyden family generates the $Q$-conjugate search directions under the exact line search (see [11]).

As shown in Section 3, secant methods are based on updating scheme and update the previous $B_k$ to obtain a new matrix $B_{k+1}$. However we does not restrict ourselves to the case. The SSP-matrix also involves methods which are not based on updating scheme. For example, we apply the SSP-matrix to the Gauss-Newton method and propose a modified method for nonlinear least squares problems:

$$\text{minimize } f(x) = \frac{1}{2} \sum_{j=1}^{m} (r_j(x))^2, \quad n \leq m,$$

where $r_j : \mathbb{R}^n \to \mathbb{R}, \quad j = 1, 2, \ldots, m$, are nonlinear functions, and the residual vector is denoted by

$$r(x) = (r_1(x), \ldots, r_m(x))^T.$$
Then the Hessian matrix of $f(x)$ is given as

$$
\nabla^2 f(x) = J(x)^T J(x) + \sum_{j=1}^{m} r_j(x) \nabla^2 r_j(x),
$$

where $J(x) \in \mathbb{R}^{m \times n}$ denotes the Jacobian matrix of $r(x)$. In this case, the Hessian matrix $\nabla^2 f(x)$ has a special structure, i.e. the first part $J(x)^T J(x)$ is available either analytically or from finite differences, but the second part $\sum_{j=1}^{m} r_j(x) \nabla^2 r_j(x)$ is expensive to calculate. If we neglect the second part and set $B_k = J(x_k)^T J(x_k)$ in Algorithm [NL], we have the Gauss-Newton method. It is known that the Gauss-Newton method does not perform well for the large residual problems. The poor performance of the Gauss-Newton method is caused by the lack of information on the second part of the Hessian matrix. Hence it is expected that we may overcome this difficulty by applying the SSP-matrix to the Gauss-Newton method. Following Dennis [4], we consider the following secant condition for problem (4.2)

$$
B_k s_{k-1} = z_{k-1}
$$

with

$$
z_{k-1} = J(x_k)^T J(x_k) s_{k-1} + (J(x_k) - J(x_{k-1}))^T r(x_k).
$$

If the Jacobian matrix $J(x_k)$ is of full column rank, the matrix $J(x_k)^T J(x_k)$ is symmetric positive definite. Thus setting

$$
\Phi = J(x_k), \quad s = s_{k-1} \quad \text{and} \quad z = z_{k-1}
$$

in (2.1) and (2.4), we obtain a family $B_k$ and its factorized form $N_k \in \mathbb{R}^{m \times n}$ as follows:

$$
B_k = J(x_k)^T J(x_k) - \frac{J(x_k)^T p_{k-1} p_{k-1}^T J(x_k)}{\|p_{k-1}\|^2} + \frac{z_{k-1} z_{k-1}^T}{s_{k-1}^T s_{k-1}} + \|p_{k-1}\|^2 w_{k-1} w_{k-1}^T
$$

and

$$
w_{k-1} = \frac{J(x_k)^T u}{p_{k-1}^T u} \quad \text{with} \quad \frac{J(x_k)^T p_{k-1}}{\|p_{k-1}\|^2},
$$

where $p_{k-1} = J(x_k) s_{k-1}$ and $u$ is any vector such that $p_{k-1}^T u \neq 0$. Since the family (4.4) – (4.6) contains information on the second part of the Hessian matrix in (4.3), it is a modification of the Gauss-Newton method. We should note that this is a method which is not based on the updating scheme. For a specific choice of $u$ as defined in (3.10), we have a family that corresponds to the Broyden family. This family contains the GN-BFGS and the GN-DFP methods proposed by Al-Baali and Fletcher [1] (see also Dennis et al. [8]). Further research is to analyze convergence properties of such methods by using Theorem 3 given in this paper.
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