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Abstract An interesting combinatorial (enumeration) problem arises in the initial phase of the polyhedral homotopy continuation method for computing all solutions of a polynomial equation system in complex variables. It is formulated as a problem of finding all solutions of a specially structured system of linear inequalities with a certain additional combinatorial condition. This paper presents a computational method for the problem fully utilizing the duality theory and the simplex method for linear programs and report numerical results on a single cpu implementation and a parallel cpu implementation of the method.

1. Introduction
Let \( f(x) = (f_1(x), f_2(x), \ldots, f_n(x)) = 0 \) be a system of \( n \) polynomial equations in \( n \) complex unknowns \( x_i \in \mathbb{C} \) \((i = 1, 2, \ldots, n)\), where \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{C}^n \). We denote each monomial as \( x^a = x_1^{a_1}x_2^{a_2}\ldots x_n^{a_n} \in \mathbb{C} \), and identify it with a lattice point \( a = (a_1, a_2, \ldots, a_n) \in \mathbb{Z}_+^n \equiv \{0, 1, 2, \ldots \}^n \). Denoting each term of the \( i \)-th equation as \( c_{i,a} x^a \in \mathbb{C} \) with a coefficient \( c_{i,a} \in \mathbb{C} \) and \( a \in \mathbb{Z}_+^n \), we then write each polynomial \( f_i(x) \) as

\[
 f_i(x) = \sum_{a \in A_i} c_{i,a} x^a \quad (i = 1, 2, \ldots, n). 
\]

Here \( A_i \) is a set of lattice points corresponding to the terms of the \( i \)-th equation, and is called the support of the polynomial \( f_i(x) \) \((i = 1, \ldots, n)\). Throughout the paper we assume that \( A_i \) consists of more than one element. The purpose of this article is to present an efficient computational method for a combinatorial linear inequality system (i.e., a linear inequality system with an additional combinatorial condition) which arises as an initial phase of the polyhedral homotopy continuation method \([11, 12]\) for computing all isolated solutions of a polynomial equation system \( f(x) = 0 \).

A homotopy continuation method constructs an auxiliary starting polynomial system

\[
g(x) = (g_1(x), g_2(x), \ldots, g_n(x))
\]

and a homotopy polynomial system, a family of polynomial systems \( h(x, t) \) with a parameter \( t \in [0, 1] \), which satisfies the following properties:

(i) The solutions of \( g(x) \equiv h(x, 0) = 0 \), say \( \tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_f \), are known.

(ii) \( h(x, 1) = f(x) \) for every \( x \in \mathbb{C}^n \).

(iii) The connected component of the solution set \( \{(x, t) \in \mathbb{C}^n \times [0, 1] : h(x, t) = 0 \} \) forms a smooth curve (homotopy path) \( \{(\phi(t), t) : t \in [0, 1] \} \).

(iv) Every isolated solution of \( h(x, 1) = 0 \) can be reached by a homotopy path \( \{(\phi^t(t), t) : t \in [0, 1] \} \) originating at a solution \( (\tilde{x}_j, 0) \) of \( h(x, t) = 0 \) with \( t = 0 \).
We trace a homotopy path \( \{(\phi^t(t), t) : t \in [0, 1]\} \) with a starting point \((\bar{x}^t, 0)\) numerically. If the homotopy path is bounded, we obtain an approximate solution of \(f(x) = 0\) when the homotopy parameter \(t\) attains 1. But the path may be unbounded. In such a case, the amount of work which has been done to trace the path turns out to be vain efforts. One of the key and important issues in homotopy continuation methods is how we create fewer homotopy paths including a valid set of homotopy paths, a set of bounded homotopy paths that lead to all solutions of \(f(x) = 0\). Ideally, we want to create a minimal valid set of homotopy paths; hence the number of homotopy paths in the set coincides with the number of isolated solutions of \(f(x)\).

It is known \([11, 12]\) that the polyhedral homotopy continuation method generates much fewer homotopy paths including a valid set of homotopy paths than the classical linear homotopy continuation method \([1, 4, 8, 9, 10]\). In the former method, we construct a finite collection of homotopy polynomial systems such that they together induce a valid set of homotopy paths. The construction of such a collection of homotopy polynomial systems, however, is not an easy task at all. Indeed, it requires to compute all fine mixed cells, which will be defined in the next section, of the polynomial equation system \(f(x) = 0\). This problem is formulated as computing all solutions of a combinatorial linear inequality system.

This article presents an efficient computational method for the combinatorial linear inequality system mentioned above. Recently Li and Li \([13]\) proposed a computational method for the same problem. Both methods rely on the simplex method for linear programs. Main differences are:

- Our method fully utilizes the duality theory of linear programs.
- Our method fits parallel implementation quite nicely.

In addition, our method is explicitly described as a depth-first search over an enumeration tree in the framework of the branch-and-bound method, which makes it easier to understand a fundamental structure of the problem and its solutions for the researchers in the field of mathematical programming.

In Section 2, we describe our problem of computing all solutions of a combinatorial linear inequality system in details. Sections 3 and 4 are devoted to some basic materials that are necessary to describe our method. Section 3 introduces a family of linear inequality subsystems of the combinatorial linear inequality system, and we embed them in an enumeration tree. We will see there that each feasible leaf node is corresponding to a solution of the combinatorial linear inequality system and vice versa, and that if a node is infeasible then so are its children nodes. Section 4 provides some tests to determine whether a node of the enumeration tree is feasible with the use of the duality theorem and the simplex method for linear programs. We present our method as a depth-first search to the enumeration tree and its parallel algorithm in Section 5. And we will show our numerical results on a single cpu implementation and a parallel cpu implementation of the method applied to two types of benchmark problems in Section 6. From the numerical results reported there, we will see that our method is as efficient as the state-of-art method given by Li and Li \([13]\), and that the parallel implementation of our method is really powerful; it could solve a large size problem (the cyclic-14 problem), which had not been solved so far, for the first time in less than five hours using a PC cluster of 128 Pentium CPUs.
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2. A Combinatorial Linear Inequality System

According to the paper [11], we distinguish three cases of the polynomial system (1). The polynomial system (1) is \textit{unmixed} when all the supports \( A_i \) \((i = 1, \ldots, n)\) are equal to each other; \textit{fully mixed} when they are all distinct; and \textit{semi-mixed} otherwise. In Sections 2, 3 and 4, we will concentrate ourselves on a fully mixed polynomial system in order to make our discussion simple. The other types of polynomial systems will be discussed in the last section.

Now we briefly explain how to construct a finite collection of homotopy polynomial systems in the polyhedral homotopy continuation method for the given fully mixed polynomial system (1). Each homotopy polynomial system in the collection has the following form

\[
\begin{align*}
    h(x, t) &= (h_1(x, t), h_2(x, t), \ldots, h_n(x, t)), \\
    h_j(x, t) &= \sum_{a \in A_j} c_{j,a} x^{\alpha_j \rho_j(a)} \quad (j = 1, 2, \ldots, n)
\end{align*}
\]

for every \((x, t) \in \mathbb{C}^n \times [0, 1]\), where \(\rho_j(a)\) denotes a nonnegative real number \((a \in A_j, j = 1, 2, \ldots, n)\). Obviously we have that \(h_j(x, 1) = \sum_{a \in A_j} c_{j,a} x^{\alpha_j} = f_j(x) \quad (j = 1, 2, \ldots, n),\) for every \(x \in \mathbb{C}^n\), so that \(h(x, t) = 0\) satisfies the property (ii). Thus the essential point of the polyhedral continuation method is how we choose nonnegative real numbers \(\rho_j(a)\) \((a \in A_j, j = 1, 2, \ldots, n)\) so that the homotopy polynomial system (2) satisfies the other properties (i), (iii) and (iv) imposed on legitimate homotopy functions.

We denote the inner product of two vectors \(a\) and \(\alpha\) in the \(n\)-dimensional Euclidean space \(\mathbb{R}^n\) by \(\langle a, \alpha \rangle\). Let \(\omega_j(a)\) be a real number chosen generically for every \(a \in A_j\) and \(j = 1, 2, \ldots, n\). We introduce the following problem:

\textbf{Problem 2.1.} Find all solutions \((\alpha, \beta) = (\alpha_1, \alpha_2, \ldots, \alpha_n, \beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{2n}\) which satisfy

\[
\beta_j - \langle a, \alpha \rangle \leq \omega_j(a) \quad (a \in A_j, j = 1, 2, \ldots, n),
\]

with exactly two equalities for each \(j\).

Throughout the paper we assume:

\textbf{Condition 2.2.} At most \(2n\) equalities hold for any solution of the linear inequality system (3).

The above condition is corresponding to the standard nondegeneracy condition which is often assumed in linear programs to make a description of the simplex method simpler and easier. The condition ensures that the cardinality of the solution set of Problem 2.1 is finite. Note that when we choose the constant scalars \(\omega_j(a) \quad (a \in A_j, j = 1, 2, \ldots, n)\) of (3) randomly, the condition holds generically. Also the random choice is necessary to ensure property (iii) of homotopy polynomial systems.

Let \(A = (A_1, A_2, \ldots, A_n)\). Assuming that the number of all solutions of Problem 2.1 is \(q\), we denote them as \((\alpha^1, \beta^1), (\alpha^2, \beta^2), \ldots, (\alpha^q, \beta^q)\). For every \(p = 1, 2, \ldots, q\), let

\[
\begin{align*}
    \rho^p_j(a) &\equiv \omega_j(a) + \langle a, \alpha^p \rangle - \beta^p_j \quad (a \in A_j, j = 1, 2, \ldots, n), \\
    C^p_j &\equiv (\{a \in A_j : \rho^p_j(a) = 0\} \quad (j = 1, 2, \ldots, n), \\
    C^p &\equiv (C^p_1, C^p_2, \ldots, C^p_n) \subseteq A, \\
    g^p_j(x) &\equiv \sum_{a \in C^p_j} c_{j,a} x^a \quad \text{for every } x \in \mathbb{C}^n \quad (j = 1, 2, \ldots, n), \\
    g^p(x) &\equiv (g_1(x), g_2(x), \ldots, g_n(x)) \quad \text{for every } x \in \mathbb{C}^n.
\end{align*}
\]
We call $C^p$ a **fine mixed cell** of $A$ induced from a lifting $\omega = (\omega_j(a) : a \in A_j, j = 1, 2, \ldots, n)$. Here $(\omega_j(a) : a \in A_j, j = 1, 2, \ldots, n)$ denotes a vector consisting of $\omega_j(a) (a \in A_j, j = 1, 2, \ldots, n)$.

By construction, $\#C^p_j = 2$, i.e., $C^p_j$ consists of two elements $(j = 1, 2, \ldots, n)$. Now we are ready to define the collection of homotopy polynomial systems $h^p(x, t) = (h^p_1(x, t), h^p_2(x, t), \ldots, h^p_n(x, t)) (p = 1, 2, \ldots, q)$ such that
\[
h^p_j(x, t) = \sum_{a \in A_j} c_{j, a} x^a t^{\nu_j^p(a)} = \sum_{a \in C^p_j} c_{j, a} x^a t^{\nu_j^p(a)} = g^p_j(x) + \sum_{a \in A_j \setminus C^p_j} c_{j, a} x^a t^{\nu_j^p(a)} \text{ for every } x \in \mathbb{C}^n (j = 1, 2, \ldots, n).
\]

Let $p \in \{1, 2, \ldots, q\}$ be fixed. Since each component $g^p_j(x) = h^p_j(x, 0)$ of $g^p(x) = h^p(x, 0)$ consists of exactly two terms $(j = 1, 2, \ldots, n)$, the starting system $g^p(x) = 0$ forms a binomial equation system, which can be solved easily; hence property (ii) holds. When the coefficients $c_{j, a} (a \in A_j, j = 1, 2, \ldots, n)$ as well as the lifting vector $\omega$ are chosen randomly, the remaining properties (iii) and (iv) hold for the homotopy polynomial system $h^p(x, t)$.

Thus each solution $(\alpha^p, \beta^p)$ of Problem 2.1 induces a different homotopy polynomial system $h^p(x, t)$ satisfying properties (i), (ii), (iii) and (iv) $(p = 1, 2, \ldots, q)$. It was shown that if $\tilde{x}$ is an isolated solution of $f(x) = 0$ then there exist a $p \in \{1, 2, \ldots, q\}$ and a solution $\tilde{x}$ of $g^p(x) \equiv h^p(x, 0) = 0$ such that the homotopy path of $h^p(x, t) = 0$ with the starting point $(\tilde{x}, 0)$ leads to $(\tilde{x}, 1)$. Therefore, tracing all homotopy paths induced from $h^p(x, t) = 0 (p = 1, 2, \ldots, q)$, we obtain all solutions of $f(x) = 0$.

In the polyhedral homotopy continuation method, it is a key issue how efficiently we compute all fine mixed cells of $A$, i.e., how efficiently we solve Problem 2.1, since the process of solving Problem 2.1 always occupies the majority of the computation of the homotopy continuation algorithm. From the database of polynomial systems maintained by Verschelde [18], we see that about a third of total computational time of the polyhedral homotopy continuation method is required for solving Problem 2.1 induced from a famous benchmark polynomial system; cyclic $n$-roots problem [3]. On the other hand, many efficient techniques have been already developed in path following procedures. Therefore we focus on Problem 2.1 throughout this paper, and propose a efficient algorithm for solving Problem 2.1. For more details on how we use fine mixed cells in the polyhedral homotopy method, see the articles [6, 7, 11, 12, 13, 19]. In particular, see [13] for the readers interested in the geometric meaning of fine mixed cells.

### 3. A Family of Linear Inequality Subsystems and an Enumeration Tree

One easy and primitive method for computing all solutions of Problem 2.1 is as follows. First, prepare the set of all possible candidates for fine mixed cells:

\[
\tilde{S} = \{ C = (C_1, C_2, \ldots, C_n) : C_j \subseteq A_j, \#C_j = 2 (j = 1, 2, \ldots, n) \}.
\]

Then, for each $C \in \tilde{S}$, solve the linear equation system
\[
\beta_j - \langle a, \alpha \rangle = \omega_j(a) \quad (a \in C_j, j = 1, 2, \ldots, n),
\]

and check whether the solution $(\bar{\alpha}, \bar{\beta}) \in \mathbb{R}^{2n}$ of (4) is feasible for the remaining linear inequalities $\beta_j - \langle a, \alpha \rangle < \omega_j(a) \quad (a \in A_j \setminus C_j, j = 1, 2, \ldots, n)$. If the given polynomial system
(1) involves a large number of complex variables and/or a large number of monomials, the number of elements of \( \mathcal{S} \) increases rapidly and we are required to perform a huge number of feasibility tests, so that the method becomes quite inefficient and impractical. We will present a practical enumeration technique to avoid such exhaustive feasibility tests for all possible candidate linear systems.

3.1. A Family of Linear Inequality Subsystems

Let \( k \) be an integer such that \( k \leq n \), and let \( F = (F_1, F_2, \ldots, F_k) \) with \( F_j \subseteq \mathcal{A}_j \). For each \( F \), we consider a linear inequality subsystem

\[
E(k, F) = \begin{cases} 
\beta_j - \langle \alpha, \beta \rangle = \omega_j(\alpha) & (\alpha \in F_j, j = 1, 2, \ldots, k), \\
\beta_j - \langle \alpha, \beta \rangle \leq \omega_j(\alpha) & (\alpha \in \mathcal{A}_j \setminus F_j, j = 1, 2, \ldots, k).
\end{cases}
\]

Define

\[
\begin{align*}
\mathcal{F}^\leq(k) &= \{ F = (F_1, F_2, \ldots, F_k) : F_j \subseteq \mathcal{A}_j, \#F_j \leq 2 (j = 1, 2, \ldots, k) \}, \\
\mathcal{F}^= (k) &= \{ F = (F_1, F_2, \ldots, F_k) \in \mathcal{F}^\leq(k) : \#F_j = 2 (j = 1, 2, \ldots, k) \}, \\
\mathcal{F}^{=\#F}(k) &= \{ F = (F_1, F_2, \ldots, F_k) \in \mathcal{F}^= (k) : E(k, F) \text{ is feasible} \},
\end{align*}
\]

and assume that \( \mathcal{F}^\leq(0) = \mathcal{F}^= (0) = \mathcal{F}^{=\#F}(0) = \emptyset \) for convention. By definition, we see that \( \mathcal{F}^{=\#F}(k) \subseteq \mathcal{F}^= (k) \subseteq \mathcal{F}^\leq(k) \) for every \( k \leq n \).

Now, computing all solutions of Problem 2.1 is reduced to computing a solution of \( E(n, F) \) for every \( F \in \mathcal{F}^= (n) \). In particular, we need to avoid brutal exhausting feasibility tests of \( E(n, F) \) for every \( F \in \mathcal{F}^= (n) \). The lemma below plays an essential role to reduce the number of feasibility tests.

**Lemma 3.1.** Let \( 1 \leq p \leq q \leq n \), \( F^p \in \mathcal{F}^\leq(p) \), \( F^q \in \mathcal{F}^\leq(q) \), and \( F^p_j \subseteq F^q_j (j = 1, 2, \ldots, p) \). If \( E(p, F^p) \) is infeasible, then so is \( E(q, F^q) \).

**Proof:** All constraints of \( E(p, F^p) \) are included in \( E(q, F^q) \). Therefore, if \( E(p, F^p) \) is infeasible, then so is \( E(q, F^q) \).

This lemma implies that if we find that \( E(p, F^p) \) with \( F^p \in \mathcal{F}^= (p) \) is infeasible, we can omit feasibility tests for all \( E(n, F) \) with \( F \in \mathcal{F}^= (n) \) satisfying \( F_j = F^p_j (j = 1, 2, \ldots, p) \). Hence we can considerably save computation required for feasibility tests when \( p \) is less than \( n \). In the next subsection, we will embed a tree structure in the family of subsets \( F \in \mathcal{F}^= (p) (p = 0, 1, 2, \ldots, n) \).

Let \( F \in \mathcal{F}^\leq(k) \). None of the linear inequalities

\[
\beta_j - \langle \alpha, \beta \rangle \leq \omega_j(\alpha) \quad (\alpha \in \mathcal{A}_j, j = k + 1, k + 2, \ldots, n)
\]

involved in the original linear inequality system (3) are included in \( E(k, F) \). Those inequalities never affects the feasibility nor the infeasibility of \( E(k, F) \). That is, the set of linear inequalities in (6) is irrelevant to checking the feasibility and/or the infeasibility of \( E(k, F) \). In fact, if \( E(k, F) \) has a feasible solution \( (\tilde{\alpha}, \tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_k) \), then we can define \( \tilde{\beta}_j = \min \{ \{ \langle \alpha, \tilde{\alpha} \rangle + \omega_j(\alpha) : \alpha \in \mathcal{A}_j \} \} \) for \( j = k + 1, k + 2, \ldots, n \) so that the extended solution \( (\tilde{\alpha}, \tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_n) \) satisfies all the inequalities in (6).

3.2. Embedding a Tree Structure

In order to enumerate all \( F \in \mathcal{F}^{=\#F}(n) \), we build an enumeration tree in the family of subsets \( F \in \mathcal{F}^= (p) (p = 0, 1, 2, \ldots, n) \). We first place the empty set \( \mathcal{F}^= (0) \) at the root node. For each \( p = 1, 2, \ldots, n \), we then place the sets \( F \in \mathcal{F}^= (p) \) in the \( p \)th level of the
tree that we are building. A node $\mathbf{F}' \in \mathcal{F}^=(p+1)$ in the $(p+1)$th level is a child of a node $\mathbf{F} \in \mathcal{F}^=(p)$ in the $p$th level if and only if $\mathbf{F}' = (\mathbf{F}, F_{p+1})$. Specifically, all $\mathbf{F} \in \mathcal{F}^=(1)$ are child nodes of the root node $\mathcal{F}^=(0)$, and the nodes $\mathbf{F} \in \mathcal{F}^=(n)$ in the $n$th level are leaf nodes having no child nodes. We call a node $\mathbf{F}' \in \mathcal{F}^=(q)$ in the $q$th level with $q > p$ a descendant of a node $\mathbf{F} \in \mathcal{F}^=(p)$ in the $p$th level if $\mathbf{F}' = (\mathbf{F}, F_{p+1}, F_{p+2}, \ldots, F_q)$. In this case, there is a unique sequence $\{\mathbf{F}' \in \mathcal{F}^=(r) : r = p, p+1, \ldots, q\}$ such that $\mathbf{F}^p = \mathbf{F}$, $\mathbf{F}^q = \mathbf{F}'$ and that each $\mathbf{F}^{r+1} \in \mathcal{F}^=(r+1)$ is a child node of $\mathbf{F}^r \in \mathcal{F}^=(r)$. In fact, the sequence is given by

$$\mathbf{F}^p = \mathbf{F}, \quad \mathbf{F}^{r+1} = (\mathbf{F}^r, F_{r+1}) \in \mathcal{F}^=(r+1) \ (r = p, p+1, \ldots, q-1).$$

Now we are ready to describe the basic framework of our method for enumerating all the nodes in $\mathcal{F}^=\Sigma(n)$. From the root node $0 \in \mathcal{F}^=(0)$, we apply the depth-first search to the enumeration tree that we have built above. We know that $E(0, 0)$ associated with the root node is feasible, so that we go down to one of its child nodes $\mathbf{F} \in \mathcal{F}^=(1)$. At each node $\mathbf{F} \in \mathcal{F}^=(p)$, we check whether $E(p, \mathbf{F})$ is feasible, i.e., $\mathbf{F} \in \mathcal{F}^=\Sigma(p)$, by using the simplex method for a linear program related to $E(p, \mathbf{F})$. More technical details of this part will be described later. If $E(p, \mathbf{F})$ is infeasible, then all of its descendants are infeasible from Lemma 3.1. In this case, we can terminate the node $\mathbf{F} \in \mathcal{F}^=(p)$ in the $p$th level, and we backtrack the tree.

On the other hand, if the problem $E(p, \mathbf{F})$ is feasible, i.e., $\mathbf{F} \in \mathcal{F}^=\Sigma(p)$, and $p < n$, we will go down the tree to one of its child node. If $E(p, \mathbf{F})$ is feasible and $p = n$, then we obtain one desired node in $\mathcal{F}^=\Sigma(n)$. Continuing this enumeration procedure, we eventually generate all nodes in $\bigcup_{p=1}^n \mathcal{F}^=\Sigma(p)$.

We can easily adapt this framework to parallel computation. Taking some $p \geq 1$, we consider the family of linear inequality systems $E(p, \mathbf{F})$ ($\mathbf{F} \in \mathcal{F}^=\Sigma(p)$). Then the number of systems in the family amounts to $\# \mathcal{F}^=\Sigma(p)$. Each linear inequality system $E(p, \mathbf{F})$ in the family naturally induces a subtree with a root node $\mathbf{F} \in \mathcal{F}^=\Sigma(p)$. We allocate all such linear inequality systems among multiple processors, and each processor performs the depth first search described above to an assigned subtree with a root node $\mathbf{F} \in \mathcal{F}^=\Sigma(p)$ to compute solutions $(a, \beta) \in \mathbb{R}^n$ of $E(n, \mathbf{F}')$ for all descendant leaf nodes $\mathbf{F}' \in \mathcal{F}^=\Sigma(n)$ of $\mathbf{F}$. Summing up all solutions from each processor, we obtain all solutions of Problem 2.1. For effective parallel computation, we need to balance the number of processors, the number of the linear inequality systems to be allocated and the size of each linear inequality system by choosing the depth $p$ of the original enumeration tree appropriately.

4. **Reformulation via Linear Programs**

In this section, we utilize some basic terminologies and duality theory of linear programming. They can be found in many standard linear programming textbooks, e.g. [5, 17].

Corresponding to each linear inequality system $E(k, \mathbf{F})$ with $k \leq n$ and $\mathbf{F} = (F_1, F_2, \ldots, F_k) \in$
we consider a primal-dual pair of linear programs:

\[ P(k, F): \quad \text{minimize} \quad \sum_{j=1}^{k} \sum_{a \in A_j} \omega_j(a)x_j(a) \]

subject to

\[ \sum_{j=1}^{k} \sum_{a \in A_j} a \ x_j(a) = d, \]

\[ \sum_{a \in A_j} x_j(a) = b_j \quad (j = 1, 2, \ldots, k), \]

\[ -\infty < x_j(a) < +\infty \quad (a \in F_j, \ j = 1, 2, \ldots, k), \]

\[ x_j(a) \geq 0 \quad (a \in A_j \setminus F_j, \ j = 1, 2, \ldots, k), \]

\[ D(k, F): \quad \text{maximize} \quad \sum_{j=1}^{k} b_j \beta_j - \langle d, \alpha \rangle \]

subject to

\[ \beta_j - \langle a, \alpha \rangle = \omega_j(a) \quad (a \in F_j, \ j = 1, 2, \ldots, k), \]

\[ \beta_j - \langle a, \alpha \rangle \leq \omega_j(a) \quad (a \in A_j \setminus F_j, \ j = 1, 2, \ldots, k). \]

The constraint linear inequalities of the dual problem \( D(k, F) \) are exactly the same as those of \( E(k, F) \). Hence, the linear inequality system \( E(k, F) \) is feasible if and only if the dual problem \( D(k, F) \) is feasible, and each solution of Problem 2.1 is corresponding to a solution of \( D(n, F) \) with some \( F \in F^= \&^f(n) \) and vice versa. It should be also noted that the constraint linear inequalities

\[ \beta_j - \langle a, \alpha \rangle \leq \omega_j(a) \quad (a \in A_j \setminus F_j, \ j = 1, 2, \ldots, k) \]

and the constraint linear equalities

\[ \beta_j - \langle a, \alpha \rangle = \omega_j(a) \quad (a \in F_j, \ j = 1, 2, \ldots, k) \]

in the dual problem \( D(k, F) \) are corresponding to the nonnegative variables

\[ x_j(a) \geq 0 \quad (a \in A_j \setminus F_j, \ j = 1, 2, \ldots, k) \]

and the free variables

\[ -\infty < x_j(a) < +\infty \quad (a \in F_j, \ j = 1, 2, \ldots, k) \]

in the primal problem \( P(k, F) \), respectively.

In the remainder of this paper, we impose the standard nondegeneracy conditions on the primal-dual pair of linear programs \( P(k, F) \) and \( D(k, F) \). As we will state below, these conditions are satisfied in the basic framework of our method.

**Condition 4.1.**

(a) If \( x = (x_j(a) : a \in A_j, \ j = 1, 2, \ldots, k) \) is a feasible solution of the primal problem \( P(k, F) \) then at least \( n + k \) elements of \( x \) are nonzero.

(b) If \( (\alpha, \beta_1, \beta_2, \ldots, \beta_k) \) is a feasible solution of the dual problem \( D(k, F) \) then at most \( n + k \) equalities hold in its constraints.
Recall that the constant real numbers $\omega_j(\alpha) \ (\alpha \in \mathcal{A}_j, \ j = 1, 2, \ldots, n)$ were chosen generically, so that the condition (b) is justified. In order to apply the duality theory between $P(k, F)$ and $D(k, F)$ effectively, we need to make the primal problem feasible by choosing $d$ and $b_j \ (j = 1, 2, \ldots, k)$ appropriately, although we can take any linear function as the objective function in $D(k, F)$. We show how to choose and update such $d \in \mathbb{R}^n$ and $b_j \in \mathbb{R} \ (j = 1, 2, \ldots, n)$ in a generic way in Section 4.4, so that the condition (a) above will be also justified.

If we apply the (standard) primal simplex method to the dual problem $D(k, F)$, we need to convert each of the inequality constraints in $D(k, F)$ to the equality form by introducing a nonnegative slack variable. Such a transformation increases the number of variables considerably, and moreover, the size of a basis matrix of the transformed dual problem turns out to be $\sum_{j=1}^{k} \| \mathcal{A}_j \|$ which is much larger than the size $n + k (\leq 2n)$ of a basis matrix of the primal problem $P(k, F)$. Therefore it would not be efficient to apply the primal simplex method to the transformed dual problem. Instead we had better to apply the primal or dual simplex method to the primal problem $P(k, F)$ which requires no additional slack variables because it is already an equality standard form with some free variables.

Let $p \in \{0, 1, 2, \ldots, n-1\}$. Suppose that $F^p \in \mathcal{F}=\mathcal{E}(p)$. In the remainder of this section, we will discuss various tests to check whether some of the child nodes of $P$, i.e., some of the linear inequality systems $E(p+1, F)$ with $F = (F^p, F_{p+1}) \in \mathcal{F}^< (p+1)$ are feasible or infeasible.

### 4.1. Infeasibility Test Based on Dual Problems

Let $F_{p+1} = \emptyset$ and $F = (F^p, F_{p+1})$. Also, choose some $G_{p+1} \neq \emptyset$ such that $G = (F^p, G_{p+1}) \in \mathcal{F}^< (p+1)$. Take arbitrary real numbers for $x_j(\tilde{\alpha}) > 0 \ (\tilde{\alpha} \in G_j, \ j = 1, 2, \ldots, p+1)$, and define the coefficients of the objective function in $D(p+1, F)$ as

$$b_j = \sum_{\tilde{\alpha} \in G_j} x_j(\tilde{\alpha}) \ (j = 1, 2, \ldots, p+1) \quad \text{and} \quad d = \sum_{j=1}^{p+1} \sum_{\tilde{\alpha} \in G_j} \tilde{\alpha} \ x_j(\tilde{\alpha}).$$

Then $P(p+1, F)$ is a feasible problem with a feasible solution $(x_j(\tilde{\alpha}) : \tilde{\alpha} \in G_j, \ j = 1, 2, \ldots, p+1)$, and we can apply the duality theory between $P(p+1, F)$ and $D(p+1, F)$ to check the feasibility of $D(p+1, F)$. Note that the constant terms $b_j \ (j = 1, 2, \ldots, p+1)$ and $d$ of $P(p+1, F)$ change according to $(x_j(\tilde{\alpha}) : \tilde{\alpha} \in G_j, \ j = 1, 2, \ldots, p+1)$. But the feasibility of $D(p+1, F)$ never change even if the objective function of $D(p+1, F)$ changes. Thus, these changeable values $b_j \ (j = 1, 2, \ldots, k)$ and $d$ provide no obstacle to enumerating all $F' \in \mathcal{F}^= \mathcal{K}(n)$.

The objective function of $D(p+1, F)$ can be rewritten as

$$\sum_{j=1}^{p+1} b_j \beta_j - \langle d, \alpha \rangle = \sum_{j=1}^{p+1} \sum_{\tilde{\alpha} \in G_j} (\beta_j - \langle \tilde{\alpha}, \alpha \rangle) \ x_j(\tilde{\alpha}),$$

so we see that the objective value is bounded from above because

$$\sum_{j=1}^{p+1} b_j \beta_j - \langle d, \alpha \rangle \leq \sum_{j=1}^{p+1} \sum_{\tilde{\alpha} \in G_j} \omega_j(\tilde{\alpha}) \ x_j(\tilde{\alpha}).$$

Also, $D(p+1, F)$ is feasible. In fact, if we define

$$\hat{\beta}_{p+1} = \min \{ \langle \alpha, \hat{\tilde{\alpha}} \rangle + \omega_{p+1}(\alpha) : \alpha \in \mathcal{A}_{p+1} \},$$
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where \((\alpha, \beta_1, \ldots, \beta_p)\) denotes a feasible solution of \(D(p, F^p)\), then \((\alpha, \beta_1, \ldots, \beta_p, \beta_{p+1})\) turns out to be a feasible solution \(D(p+1, F)\). Therefore, the dual problem \(D(p+1, F)\) has an optimal solution \((\alpha^*, \beta_1^*, \ldots, \beta_{p+1}^*)\).

**Lemma 4.2. (Infeasibility test based on dual problems)** Assume that

\[
\sum_{j=1}^{p+1} b_j \beta_j^* - \langle d, \alpha^* \rangle \leq \sum_{j=1}^{p+1} \omega_j(\bar{a}) x_j(\bar{a}).
\]  

Then any linear inequality system \(E(p+1, \tilde{F})\) with \(\tilde{F} = (F^p, \tilde{F}_{p+1}) \in F^\infty(p+1)\) and \(\tilde{F}_{p+1} \supseteq G_{p+1}\) is infeasible.

**Proof:** Since the problem \(D(p+1, F)\) maximizes the objective function of (8), the strict inequality in (9) means \(\beta_j - \langle \bar{a}, \alpha \rangle < \omega_j(\bar{a})\) for some \(\bar{a} \in G_j\) and \(j \in \{1, 2, \ldots, p+1\}\), i.e., the infeasibility of \(D(p+1, G)\). It also means the infeasibility of \(D(p+1, \tilde{F})\).

It should be noted that some of the linear inequality systems \(E(p+1, \tilde{F})\) with \(\tilde{F} = (F^p, \tilde{F}_{p+1}) \in F^\infty(p+1)\) and \(\tilde{F}_{p+1} \supseteq G_{p+1}\) can be infeasible even if the test fails. We could further impose on \(G\) the condition that \(G \in F^\infty(p+1)\). In this case, the test would completely determine whether a single linear inequality systems \(E(p+1, G)\) is either feasible or infeasible.

**4.2. Feasibility Test Based on Dual Problems**

Choose a \(G \in F^\leq(p+1)\) such that \(G_j = F_j^p\) \((j = 1, 2, \ldots, p)\). We consider the dual problem \(D(p+1, G)\) with an arbitrary \(b_j \in \mathbb{R}\) \((j = 1, 2, \ldots, p + 1)\) and an arbitrary \(d \in \mathbb{R}^n\). If \(b_j \in \mathbb{R}\) \((j = 1, 2, \ldots, p + 1)\) and \(d \in \mathbb{R}^n\) are chosen as given in the previous subsection, we can perform the infeasibility test of Lemma 4.2 and the feasibility test of Lemma 4.3 simultaneously.

Suppose that \((\alpha, \beta_1, \beta_2, \ldots, \beta_{p+1})\) is a basic feasible solution of the dual problem \(D(p+1, G)\). Let

\[
\tilde{B}_j = \{ \alpha \in A_j : \beta_j - \langle \alpha, \alpha \rangle = \omega_j(\alpha) \} \quad (j = 1, 2, \ldots, p + 1),
\]
\[
\tilde{N}_j = \{ \alpha \in A_j : \beta_j - \langle \alpha, \alpha \rangle < \omega_j(\alpha) \} \quad (j = 1, 2, \ldots, p + 1).
\]

**Lemma 4.3. (Feasibility test based on dual problems)** If \(F = (F_1, F_2, \ldots, F_{p+1}) \in F^\leq(p+1)\) satisfies \(F_j \subseteq \tilde{B}_j\) \((j = 1, 2, \ldots, p+1)\), then the linear inequality system \(E(p+1, F)\) is feasible.

**Proof:** By construction, we see that

\[
\beta_j - \langle \alpha, \alpha \rangle = \omega_j(\alpha) \quad (a \in F_j, \ j = 1, 2, \ldots, p+1),
\]
\[
\beta_j - \langle \alpha, \alpha \rangle < \omega_j(\alpha) \quad (a \in A_j \setminus F_j, \ j = 1, 2, \ldots, p + 1).
\]

Therefore \((\alpha, \beta_1, \beta_2, \ldots, \beta_{p+1})\) is a feasible solution of \(E(p+1, F)\).

If starting from a basic feasible solution of \(D(p+1, G)\) we apply the simplex method to \(D(p+1, G)\) with keeping the feasibility of \(D(p+1, G)\), a sequence of basic feasible solutions of the problem \(D(p+1, G)\) follows. At each basic feasible solution, we can perform the feasibility test of Lemma 4.3 to detect the feasibility of some of the child nodes of \(F^p \in F^{\leq f}(p)\).
4.3. Infeasibility and Feasibility Tests Based on Primal Problems

Let \( p \in \{0, 1, 2, \ldots, n\} \) and \( F^p \in \mathcal{F} = \mathcal{f}(p) \). We present a test to check whether some of the child nodes of \( F^p \) are feasible or infeasible based on primal problems. Choose some \( G_{p+1} \neq \emptyset \) such that \( G = (F^p, G_{p+1}) \in \mathcal{F} \subseteq (p + 1) \). We assume for the time being that \( b_j \in \mathbb{R} (j = 1, 2, \ldots, p + 1) \) and \( d \in \mathbb{R}^n \) are defined as (7) so that a basic feasible solution \( \bar{x} = (\bar{x}_j(a) : a \in \mathcal{A}_j, j = 1, 2, \ldots, p + 1) \) of \( P(p + 1, G) \) is available. We will discuss how to construct such \( b_j \in \mathbb{R} (j = 1, 2, \ldots, p + 1), d \in \mathbb{R}^n \) and a basic feasible solution later in the next subsection. For every \( j = 1, 2, \ldots, p + 1 \), let

\[
\begin{align*}
B_j &= \{ \bar{a} \in \mathcal{A}_j : \bar{x}_j(\bar{a}) \text{ is a basic variable at } \bar{x} \}, \\
N_j &= \{ a \in \mathcal{A}_j : \bar{x}_j(a) \text{ is a nonbasic variable at } \bar{x} \}.
\end{align*}
\]  

Then we can rewrite the problem \( P(p + 1, G) \) as

\[
\begin{align*}
\text{minimize} & \quad \sum_{j=1}^{p+1} \sum_{a \in N_j} \bar{\omega}_j(a) \bar{x}_j(a) + \tilde{\xi}_0 \\
\text{subject to} & \quad \sum_{a \in N_j} \bar{\omega}_j(a) \bar{x}_j(a) = \tilde{\xi}_0, \\
& \quad \bar{x}_i(\bar{a}) = \tilde{x}_i(\bar{a}) + \sum_{a \in N_j} \bar{g}_{ij}(\bar{a}, a) \bar{x}_j(a) \\
& \quad -\infty < \bar{x}_j(a) < +\infty & (a \in G_i, i = 1, 2, \ldots, p + 1), \\
& \quad \bar{x}_j(a) \geq 0 & (a \in G_j, j = 1, 2, \ldots, p + 1),
\end{align*}
\]

where the coefficients

\[
\begin{align*}
\bar{\omega}_j(a) &\in \mathbb{R} \ (a \in N_j, j = 1, 2, \ldots, p + 1), \\
\tilde{\xi}_0 &= \sum_{i=1}^{p+1} \sum_{a \in B_i} \omega_i(\bar{a}) \tilde{x}_i(\bar{a}) \in \mathbb{R}, \\
\bar{g}_{ij}(\bar{a}, a) &\in \mathbb{R} \ (\bar{a} \in B_i, i = 1, 2, \ldots, p + 1, a \in N_j, j = 1, 2, \ldots, p + 1),
\end{align*}
\]

can be obtained from the simplex tableau or the dictionary with the basic feasible solution \( \bar{x} = (\bar{x}_j(a) : a \in \mathcal{A}_j, j = 1, 2, \ldots, p + 1) \).

**Lemma 4.4. (Infeasibility test based on primal problems)**

Let \( \bar{a} \in N_j \) with some \( j = 1, 2, \ldots, p + 1 \).

(a) Assume that \( \bar{\omega}_j(\bar{a}) < 0 \). Define \( F' = (F'_1, F'_2, \ldots, F'_{p+1}) \) by

\[
F'_i = \{ \bar{a} \in B_i : \bar{g}_{ij}(\bar{a}, \bar{a}) < 0 \} \quad (i = 1, 2, \ldots, p + 1).
\]

If \( F = (F^p, F_{p+1}) \in \mathcal{F} \subseteq (p + 1) \) and \( F'_i \subseteq F_i \ (i = 1, 2, \ldots, p + 1) \), then \( E(p + 1, F) \) is infeasible.

(b) Assume that \( \bar{\omega}_j(\bar{a}) > 0 \). Define \( F' = (F'_1, F'_2, \ldots, F'_{p+1}) \) by

\[
\begin{align*}
F'_i &= \{ \bar{a} \in B_i : \bar{g}_{ij}(\bar{a}, \bar{a}) > 0 \} \quad (i = 1, 2, \ldots, p + 1, i \neq j), \\
F'_j &= \{ \bar{a} \in B_j : \bar{g}_{jj}(\bar{a}, \bar{a}) > 0 \} \cup \{ \bar{a} \}.
\end{align*}
\]

If \( F = (F^p, F_{p+1}) \in \mathcal{F} \subseteq (p + 1) \) and \( F'_i \subseteq F_i \ (i = 1, 2, \ldots, p + 1) \), then \( E(p + 1, F) \) is infeasible.
Proof: (a) If we pivot the nonbasic variable \( x_j(\bar{a}) \) into a basis by increasing its value from \( \bar{x}_j(\bar{a}) = 0 \) and keeping the other nonbasic variables zero, the variable \( x_j(\bar{a}) \) can increase to \(+\infty\) and the objective value can decrease to \(-\infty\). Since we can always choose \( b_j \in \mathbb{R} \; (j = 1, 2, \ldots, p+1) \) and \( d \in \mathbb{R}^n \) which appear in the right hand side of the equality and inequality constraints of \( P(p+1, F') \) so that the problem \( P(p+1, F') \) is feasible, when the problem \( P(p+1, F') \) is unbounded we find that the corresponding dual problem \( D(p+1, F') \) is infeasible. Since \( F'_i \subseteq F_i \) for every \( i = 1, 2, \ldots, p+1 \), we conclude that \( D(p+1, F) \) is infeasible.

(b) By decreasing the nonbasic variable \( x_j(\bar{a}) \) from its value \( \bar{x}_j(\bar{a}) = 0 \), we can similarly prove that the problem \( P(p+1, F') \) is unbounded, and the desired result follows.

Starting from \( \bar{x} = (\bar{x}_j(a) : a \in A_j, \; j = 1, 2, \ldots, p+1) \) of \( P(p+1, G) \), apply the simplex method to the problem \( P(p+1, G) \) to generate a sequence of basic feasible solutions of \( P(p+1, G) \). At each basic solution of \( P(p+1, G) \), we can perform the infeasibility test given in Lemma 4.4. After a finite number of pivots, either

(i) we detect that the problem \( P(p+1, G) \) is unbounded, or

(ii) we have an optimal basic solution \( x^* = (x^*_j(a) : a \in A_j, \; j = 1, 2, \ldots, p+1) \) of the problem \( P(p+1, G) \).

Assume that the case (i) occurs. Then we can apply Lemma 4.4 to check the infeasibility of some of the linear inequality systems \( E(p+1, F) \) with \( F = (F^p, F_{p+1}) \in \mathcal{F}^\infty(p+1) \). In particular, we know that the linear inequality system \( E(p+1, F) \) with \( F = (F^p, F_{p+1}) \in \mathcal{F}^\infty(p+1) \) and \( G_{p+1} \subseteq F_{p+1} \) is infeasible.

Now assume that the case (ii) occurs. In this case, we obtain an optimal basic solution \( (\alpha^*, \beta_1^*, \beta_2^*, \ldots, \beta_{p+1}^*) \) of the corresponding dual problem \( D(p+1, G) \). Hence we can perform the feasibility test given in Lemma 4.3. In particular, if in addition \( G \in \mathcal{F}^\infty(p+1) \), we know the child node \( G \) of \( F^p \) is feasible.

4.4. Updating Basic Feasible Solutions

We discuss how to update the basis information when we proceed from the \( p \)th level of the enumeration tree to the \((p+1)\)st level. Let \( p \in \{1, 2, \ldots, n-1\} \). Suppose that \( F^p \in \mathcal{F}=_{kF}(p) \), i.e., the linear inequality system \( E(p, F^p) \) is feasible. We may assume that the feasibility of \( E(p, F^p) \) has been detected either when we find a basic feasible solution of \( D(p, F^p) \) by the feasibility test on dual problems given in Lemma 4.3 or when we obtain an optimal basic solution of \( P(p, F^p) \) as mentioned in the last paragraph of Section 4.3. In both cases, we obtain a basic feasible solution \( (\alpha, \beta_1, \beta_2, \ldots, \beta_p) \) of \( D(p, F^p) \), which satisfies the relations

\[
\begin{align*}
\beta_j - \langle a, \bar{a} \rangle &< \omega_j(a) \quad (a \in N_j, \; j = 1, 2, \ldots, p), \\
\beta_j - \langle a, \bar{a} \rangle & = \omega_j(a) \quad (a \in B_j, \; j = 1, 2, \ldots, p), \\
F_j & \subseteq B_j \subseteq A_j, \; N_j \subseteq A_j, \; B_j \cap N_j = \emptyset, \; B_j \cup N_j = A_j \quad (j = 1, 2, \ldots, p), \\
\sum_{j=1}^p \#B_j & = n + p.
\end{align*}
\]

(Recall Condition 4.1). We will construct an optimal basic solution of \( D(p+1, G) \) and an optimal basic solution of \( P(p+1, G) \) for some \( d \in \mathbb{R}^n \), some \( b_j \in \mathbb{R} \; (j = 1, 2, \ldots, p+1) \), and some \( G = (F^p, G_{p+1}) \in \mathcal{F}^\leq(p+1) \). Let

\[
\beta_{p+1} = \min \{ \langle a, \bar{a} \rangle + \omega_{p+1}(a) : a \in A_{p+1} \}
\]
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\[ = \langle \bar{\alpha}, \alpha \rangle + \omega_{p+1}(\bar{\alpha}) \text{ for some } \bar{\alpha} \in A_{p+1}, \]

\[ G_j = F_p^j (j = 1, 2, \ldots, p), \quad G_{p+1} = \emptyset \text{ or } \{ \bar{\alpha} \}, \quad G = (F^p, G_{p+1}) \in \mathcal{F}_\leq(p + 1), \]

\[ B_{p+1} = \{ \bar{\alpha} \}, \quad N_{p+1} = \{ a \in A_{p+1} : a \neq \bar{\alpha} \}, \]

\[ \bar{x}_j(a) = \begin{cases} a \text{ generic positive number} & \text{if } a \in B_j \text{ and } j = 1, 2, \ldots, p + 1, \\ 0 & \text{if } a \in N_j \text{ and } j = 1, 2, \ldots, p + 1, \end{cases} \]

\[ d = \sum_{j=1}^{p+1} \sum_{a \in B_j} a \bar{x}_j(a), \quad b_j = \sum_{a \in B_j} \bar{x}_j(a) \quad (j = 1, 2, \ldots, p + 1). \]

By construction and Condition 4.1, we know that

- \( (\bar{\alpha}, \beta_1, \beta_2, \ldots, \bar{\beta}_{p+1}) \) is a basic feasible solution of \( D(p + 1, G) \),
- \( \bar{x} = (\bar{x}_j(a) : a \in A_j, \ j = 1, 2, \ldots, p + 1) \) is a basic feasible solution of \( P(p + 1, G) \),
- the above pair of solutions satisfies the strict complementarity condition

\[ \bar{x}_j(a) = 0 \text{ if and only if } \omega_j(a) + \langle a, \bar{\alpha} \rangle - \bar{\beta}_j > 0 \ (a \in A_j, \ j = 1, 2, \ldots, p + 1). \]

Thus the two basic solutions constructed are optimal basic solutions of \( D(p + 1, G) \) and \( P(p + 1, G) \), respectively.

Since the new primal basic feasible solution \( \bar{x} = (\bar{x}_j(a) : a \in A_j, \ j = 1, 2, \ldots, p + 1) \) of \( P(p + 1, G) \) shares its basic variables with the basic solution of \( P(p, F^p) \) corresponding to the previous basic feasible solution \( (\alpha, \beta_1, \beta_2, \ldots, \beta_p) \) of its dual \( D(p, F^p) \), except one new variable \( x_{p+1}(\bar{\alpha}) \), we can easily recover the optimal simplex tableau or dictionary of \( P(p + 1, G) \) and its dual \( D(p + 1, G) \). It should be also noted that all basic variables of the primal optimal solution \( \bar{x} = (\bar{x}_j(a) : a \in A_j, \ j = 1, 2, \ldots, p + 1) \) of \( P(p + 1, G) \) are positive. This implies that \( \bar{x} = (\bar{x}_j(a) : a \in A_j, \ j = 1, 2, \ldots, p + 1) \) serves as a basic feasible solution of \( P(p + 1, F) \) with any \( F = (F^p, F_{p+1}) \in \mathcal{F}_\leq(p + 1). \) Therefore, for any \( F = (F^p, F_{p+1}) \in \mathcal{F}_\leq(p + 1) \), we can perform the infeasibility test based on primal problems, which we have presented in Section 4.3, by applying the primal simplex pivot from \( \bar{x} = (\bar{x}_j(a) : a \in A_j, \ j = 1, 2, \ldots, p + 1) \).

On the other hand, the dual optimal basic solution \( (\bar{\alpha}, \beta_1, \beta_2, \ldots, \bar{\beta}_{p+1}) \) remains a basic feasible solution of \( D(p + 1, G) \) even if we replace its objective function. Therefore we can also start the infeasibility and feasibility tests based on dual problems, which we have presented in Sections 4.1 and 4.2, respectively.

5. Implementation

In this section, we discuss implementation of our computational method using the infeasibility and feasibility tests based on primal problems. We provide two algorithms: a serial algorithm on a single computer and a parallel algorithm on a client-server based parallel computing system.

5.1. A Serial Enumeration Algorithm on a Single CPU

We fix some ordering among the elements of \( A_j \) \((j = 1, 2, \ldots, n)\) and denote them as

\[ a_j(1), a_j(2), \ldots, a_j(m_j), \]

where \( m_j = \#A_j \) \((j = 1, 2, \ldots, n)\). We consider all possible distinct pairs \( \{a_j(p), a_j(q)\} \) of \( A_j \) with \( 1 \leq p < q \leq m_j \) and arrange them in the lexicographic order, i.e.,

\[ L(A_j) \equiv \{\{a_j(1), a_j(2)\}, \{a_j(1), a_j(3)\}, \ldots, \{a_j(m_j - 1, a_j(m_j)\}\}. \tag{14} \]
For every $F_j = \{a_j(p), a_j(q)\}$ in the list $L(A_j)$, we define

$$\text{succ}(F_j, L(A_j)) = \begin{cases} \emptyset, & \text{if } F_j \text{ is the last element in the list } L(A_j), \\ \text{the element succeeding to } F_j \text{ in the list } L(A_j), & \text{otherwise,} \end{cases}$$

and let $\text{succ}(\emptyset, L(A_j)) = \text{the first element in the list } L(A_j)$. For the convenience of the succeeding discussions on the parallel algorithm in the next subsection, we introduce two input parameters $r \in \{0, 1, 2, \ldots, n\}$ and $F^r \in F^= (r)$. In this subsection, we fix $r = 0$ and $F^0 = \emptyset \in F^= (0) \equiv \{\emptyset\}$.

**Algorithm 5.1.** (Serial enumeration algorithm)

Step 0: If $E(r, F^r)$ is infeasible, then terminate. Let $p = r$.

Step 1: Letting $F^{p+1} = (F^p, \emptyset)$, compute a pair of optimal basic solutions of $P(p+1, F^{p+1})$ and $D(p+1, F^{p+1})$ (as we have described in the previous section if $p \geq 1$). Let $p = p+1$ and $\tilde{A}_p = A_p$. If $p = 1$ then go to Step 2 (because the rest of Step 1 is not effective at all usually). Otherwise check whether pivoting each nonbasic variable $x_p(\tilde{a})$ into the basic variables leads to the unbounded objective value as described in Lemma 4.4; if so, let $\tilde{A}_p = \tilde{A}_p \backslash \{\tilde{a}\}$. Go to Step 2.

Step 2: Solve the linear program $P(p, (F^{p-1}, \{\tilde{a}\}))$ for every $\tilde{a} \in \tilde{A}_p$ by applying the primal simplex method to $P(p, (F^{p-1}, \{\tilde{a}\}))$. If $P(p, (F^{p-1}, \{\tilde{a}\}))$ is unbounded for some $\tilde{a} \in \tilde{A}_p$, delete such $\tilde{a}$ from $\tilde{A}_p$, i.e., $\tilde{A}_p = \tilde{A}_p \backslash \{\tilde{a}\}$. Let $F^p = \emptyset$ and $F^p = (F^{p-1}, F^p)$ and go to Step 3.

Step 3: If $p = r$ then terminate. Otherwise, let $F^p = (F^{p-1}, \text{succ}(F_p, L(\tilde{A}_p)))$.

Step 4: If $F^p = \emptyset$, then let $p = p - 1$ and go to Step 3. Otherwise, go to Step 5.

Step 5: Solve the linear program $P(p, F^p)$ and its dual $D(p, F^p)$ by applying the primal simplex method to $P(p, F^p)$. If $P(p, F^p)$ is unbounded, go to Step 3. Otherwise go to Step 6.

Step 6: If $p = n$, then output the optimal solution of $D(p, F^p)$ and go to Step 3. Otherwise go to Step 1.

The latter half of Step 1 tries to detect elements $\tilde{a} \in \tilde{A}_p$ such that primal problems $P(p, (F^{p-1}, \{\tilde{a}\}))$ with $\tilde{a} \in \tilde{A}_p$ are unbounded. By eliminating such $\tilde{a}$ from $\tilde{A}_p$, the number of elements in the list $L(\tilde{A}_p)$ decreases considerably and thus, the number of linear programs to be solved at Steps 2 and 5 decreases. At Step 2, we further make unboundedness checks for the remaining $\tilde{a} \in \tilde{A}_p$. Although we need to solve $\#\tilde{A}_p$ additional linear programs, Step 2 leads to a significant reduction in the number of linear programs to be solved at Step 5.

**Remark 5.2.** We can effectively apply the parametric simplex method to linear programs $P(p, (F^{p-1}, \{\tilde{a}\}))$ with $\tilde{a} \in \tilde{A}$ at Step 2, and also to a linear program $P(p, F^p)$ at Step 5.

### 5.2. A Parallel Enumeration Algorithm on a Client-Server Based Parallel Computing System

Now suppose that we have a client-server based computer system consisting of $N$ processors. We first choose $r \in \{1, 2, \ldots, n\}$, and partition Problem 2.1 into $\#F^= (r) = \frac{1}{2} \prod_{i=1}^{r} m_i (m_i - 1)$ subproblems, i.e., Problem$(r, F)$ with $F \in F^= (r)$.

**Problem$(r, F)$**: Find all solutions $(\alpha, \beta) \in \mathbb{R}^{2n}$ satisfying

$$\beta_j - \langle \alpha, \alpha \rangle = \omega_j(\alpha) (\alpha \in F_j, \ j = 1, 2, \ldots, r),$$

$$\beta_j - \langle \alpha, \alpha \rangle \leq \omega_j(\alpha) (\alpha \in \tilde{A}_j, \ j = 1, 2, \ldots, n)$$

with exactly 2 equalities for each $j$. 
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In this subproblem, 2 equalities $\beta_j - (a, \alpha) = \omega_j(a)$ ($a \in F_j$) for $j = 1, 2, \ldots, r$ are specified, so that each solution of the subproblem must satisfy $\beta_j - (a, \alpha) < \omega_j(a)$ ($a \in A_j \setminus F_j$) for $j = 1, 2, \ldots, r$ under Condition 2.2. We can apply Algorithm 5.1 with the input $r$ and $F^r = F \in \mathcal{F}^=(r)$ to each Problem$(r, F)$ in parallel. It is reasonable to choose such an $r \in \{1, 2, \ldots, n\}$ that the number $\|\mathcal{F}^=(r)\|$ of subproblems generated is not less than the number $N$ of server machines. As we have pointed out at the end of Section 3, we also need to take the size of each subproblem into account for effective parallel computation.

**Algorithm 5.3.** (Parallel enumeration algorithm)

Step 0: Choose an $r \in \{1, 2, \ldots, n\}$ such that $N \leq \|\mathcal{F}^=(r)\|$. Let $\tilde{F} = \mathcal{F}^=(r)$.

Step 1: The client machine assigns each subproblem Problem$(r, F)$ with $F \in \tilde{F}$ to an idle server machine, and delete $F$ from $\tilde{F}$. This assignment continues until $\tilde{F}$ becomes empty.

Step 2: Each server machine to which the client machine has assigned Problem$(r, F)$ with $F \in \tilde{F}$ executes Algorithm 5.1 with the input $r$ and $F^r = F$.

6. Numerical Results

We consider two types of fully-mixed benchmark polynomial equation systems; cyclic $n$-roots problem [3]:

\[
\begin{align*}
  x_1 + x_2 + \cdots + x_n &= 0 \\
  x_1x_2 + x_2x_3 + \cdots + x_nx_1 &= 0 \\
  x_1x_2x_3 + \cdots + x_nx_1x_2 &= 0 \\
  \cdots \\
  x_1x_2x_3 \cdots x_{n-1} &= 0,
\end{align*}
\]

and $n$-dimensional economics problem [14]:

\[
\begin{align*}
  (x_1 + x_1x_2 + x_2x_3 + \cdots + x_{n-2}x_{n-1})x_n - 1 &= 0 \\
  (x_2 + x_1x_3 + \cdots + x_{n-3}x_{n-1})x_n - 2 &= 0 \\
  \cdots \\
  (x_{n-2} + x_1x_{n-1})x_n - (n - 2) &= 0 \\
  x_{n-1}x_n - (n - 1) &= 0 \\
  x_1 + x_2 + \cdots + x_{n-1} + 1 &= 0.
\end{align*}
\]

Corresponding to these benchmark polynomial equation systems, we construct Problem 2.1 with real numbers $\omega_j(a)$ ($\forall a \in A_j, j = 1, 2, \ldots, n$) randomly generated in the interval $(0, 50)$.

To compare our method with some existing methods (MVLP [6] and Li&Li [13]) for mixed cell computation, we solved the above benchmark problems using a standard serial code based on Algorithm 5.1. The program was coded in C++ language and was ran on a DEC Alpha Workstation (CPU 21164 600MHz with 1GB memory). Table 1 shows the computational CPU time and the amount of memory required for cyclic $n$-roots problems (abbreviated by cyclic-$n$) and $n$-dimensional economics problems (abbreviated by eco-$n$), comparing Algorithm 5.1 with two existing software packages, MVLP [6] and Li&Li [13]. Note that Algorithm 5.1 outperforms MVLP algorithm in terms of CPU time and also required memory storage. However, no significant difference between Algorithm 5.1 and the Li&Li algorithm is observed in CPU time and used memory: Algorithm 5.1 is about two times slower than the Li&Li algorithm in cyclic $n$-roots problems, while it is slightly faster.
in $n$-dimensional economic problems. We also observe that Algorithm 5.1 requires more memory storage than the Li&Li algorithm. This is because Algorithm 5.1 stores inverses of basis matrices of some linear programs to save the computation related to the inversion of basis matrices.

We implemented our parallel algorithm (Algorithm 5.3) on a Ninf (Network based Information Library for high performance computing) system, a global network-wide computing infrastructure which has been developed for high-performance numerical computation services. The Ninf system supports client-server based computing, as Figure 1 shows. It intends not only to exploit high performance in global network parallel computing, but also to provide a simple programming interface similar to conventional function calls in existing languages. The computational resources are available as remote libraries at a remote computation host, which can be called through the global network from a programmer's client program. For further details on Ninf system, the reader should refer to the articles [15, 16]. We ran Algorithm 5.3 on a PC cluster, which consists of 64 server machines with 128 processors. Each server machine on the PC cluster has 2 CPUs of Intel Pentium $111824$MHz with $640$MB of memory. On the numerical experiments, we varied the number of processors $N$ from 1 through 128 stepping by powers of 2.

Corresponding to the benchmark polynomial equation systems, Tables 2 and 3 show computational time on $N$ parallel processors. In these tables, the empty entries show that the parallel algorithm requires more than 5 hours to obtain all solutions of Problem 2.1 and also, the "*" entries show that it requires less than 1 minute to obtain them. Recently, T.Y. Li and X. Li [13] solved cyclic 13-roots problem, which has been the largest cyclic $n$-roots problem solved so far, in 28h 3m 5s of computational time on a $400$MHz Intel Pentium II CPU with $256$ MB of memory. Algorithm 5.3 has renewed this record to cyclic 14-roots problem using 128 CPUs in less than 5 hours.

Figure 2 depicts how the computational real time decreases as the number of processors $N$ increases for solving cyclic 12-roots problem. The horizontal line indicates the number of processors, and the vertical line the computational time in second, both in the log scale to the base two. The parallel codes could solve cyclic 12-roots problem almost $N$ times faster on $N$ processors than on single processor. This result implies that the computational tasks required by our serial algorithm (Algorithm 5.1) are split to $N$ processors in a highly parallel manner, with a little overhead.
Figure 1: Client-Server Based Computing System

Table 2: Computational Real Time for Cyclic-n Problems

<table>
<thead>
<tr>
<th>N</th>
<th>cyclic11</th>
<th>cyclic12</th>
<th>cyclic13</th>
<th>cyclic14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27m 27s</td>
<td>4h 00m 03s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13m 52s</td>
<td>2h 00m 14s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>6m 54s</td>
<td>1h 00m 24s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3m 34s</td>
<td>30m 25s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1m 47s</td>
<td>15m 26s</td>
<td>3h 15m 45s</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1m 07s</td>
<td>7m 56s</td>
<td>1h 38m 08s</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>*</td>
<td>4m 36s</td>
<td>52m 35s</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>*</td>
<td>3m 02s</td>
<td>30m 41s</td>
<td>4h 47m 22s</td>
</tr>
</tbody>
</table>

Table 3: Computational Real Time for Eco-n Problems

<table>
<thead>
<tr>
<th>N</th>
<th>eco12</th>
<th>eco13</th>
<th>eco14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22m 59s</td>
<td>2h 19m 59s</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>11m 26s</td>
<td>1h 09m 60s</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5m 44s</td>
<td>35m 06s</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3m 01s</td>
<td>17m 44s</td>
<td>3h 28m 20s</td>
</tr>
<tr>
<td>16</td>
<td>1m 37s</td>
<td>9m 13s</td>
<td>1h 47m 51s</td>
</tr>
<tr>
<td>32</td>
<td>1m 06s</td>
<td>4m 47s</td>
<td>55m 39s</td>
</tr>
<tr>
<td>64</td>
<td>*</td>
<td>2m 57s</td>
<td>29m 39s</td>
</tr>
<tr>
<td>128</td>
<td>*</td>
<td>2m 53s</td>
<td>25m 23s</td>
</tr>
</tbody>
</table>
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Figure 2: Effect on Computational Time by Increasing $N$

7. Concluding Remarks

In this paper, we have presented a computational method for allocating fine mixed cells of a polynomial equation system. Those cells play a crucial role in constructing polyhedral homotopies $h(x, t) = 0$ for computing all solutions of a polynomial system. Our method effectively utilizes the duality theory and the simplex method for linear programs. A single machine implementation (Algorithm 5.1) of our method works as efficiently as the state-of-the-art method given by Li-Li [13], and a parallel implementation solved a large scale problem, cyclic 14-roots problem using 128 CPUs in less than 5 hours for the first time.

Assuming that the given polynomial system (1) is fully mixed, we provided Problem 2.1 and Algorithm 5.1. Here we extend Problem 2.1 for a semi-mixed polynomial system; mixed and unmixed polynomial systems are treated as its special cases. In a semi-mixed polynomial system, some supports are equal to each other. Thus, we may assume without loss of generality that the first $m$ supports $A_i$ ($i = 1, 2, \ldots, m$) differ from each other, and that any of the last $n - m$ supports $A_i$ ($i = m + 1, \ldots, n$) coincides with some of the first $m$ supports. Here $m$ is a positive integer not greater than $n$. For $j = 1, 2, \ldots, m$, let $s_j$ denote the number of the supports among $A_i$ ($i = 1, \ldots, n$) which coincide with $A_j$, including $A_j$ itself. Then $s_j$ ($j = 1, \ldots, m$) are positive integers such that $\sum_{j=1}^{m} s_j = n$.

To construct polyhedral homotopies for a semi-mixed polynomial system, we consider the following problem and condition instead of Problem 2.1 and Condition 2.2, respectively.

**Problem 7.1.** Find all solutions $(\alpha, \beta) = (\alpha_1, \alpha_2, \ldots, \alpha_n, \beta_1, \beta_2, \ldots, \beta_m) \in \mathbb{R}^{n+m}$ which satisfy

$$\beta_j - \langle \alpha, \alpha \rangle \leq \omega_j(\alpha) \quad (\alpha \in A_j \quad j = 1, 2, \ldots, m),$$

with exactly $(s_j + 1)$ equalities for each $j$.

**Condition 7.2.** At most $n + m$ equalities hold for any solution of the linear inequality system (15).

We can extend Algorithm 5.1 to the general semi-mixed case. But we need some modification in the definition (14) of $L(A_j)$. we take all possible combinations choosing $(s_j + 1)$ elements from $A_j$ for $j = 1, 2, \ldots, m$ and arrange them in $L(A_j)$ with the lexicographic order. Then Algorithms 5.1 and 5.3 remain valid for a semi-mixed polynomial system.
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